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Introduction

● “A lexical resource (LR) is a database consisting of one or several 
dictionaries.” (en.wikipedia.org/wiki/Lexical_resource)

● “What is lexical resource? In a word it is vocabulary and it matters for 
IELTS writing because …” (dcielts.com/ielts-writing/lexical-resource)

● “The term Language Resource refers to a set of speech or language data and 
descriptions in machine readable form, used for … ” 
(elra.info/en/about/what-language-resource )
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Introduction

Not straightforward definition of what a lexical resource actually is. Intuitively, a 
resource holding meaning of words (and their relations).

In addition, several commonalities such as:

● Traditionally the result of manual efforts (e.g., professional lexicographers)
● Useful for linguistic and world knowledge dissemination (e.g., language 

learners or text books)
● Regardless of the focus (linguistic vs encyclopedic/world knowledge), 

valuable in NLP because they provide high quality data to be leveraged in 
downstream tasks.

● We would like to have reliable means to create them anew, but more 
importantly extend and enrich existing ones.
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Introduction

● “ ... renaissance of knowledge-rich approaches in AI and NLP - 
namely, approaches that exploit large amounts of machine readable 
knowledge to perform tasks requiring human intelligence” (Hovy et al., 2013 
AI)
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Introduction

This tutorial

● Overview of well known lexical resources (prevalence in NLP)
○ Size, features, linguistic/knowledge complexity...

● NLP for lexical resources
○ From raw corpora to the extension (or creation from scratch) of a LR

● Lexical resources for NLP
○ WSD, knowledge-based embeddings and applications in actual NLP problems such 

as text classification.
● Looking ahead.

○ Future work, current and upcoming challenges (in both areas), new language 
problems, need for encoding different types of knowledge?
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LEXICAL RESOURCES
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Lexical Resources

The Paraphrase 
Database

WordNet

A database (or a machine readable dictionary) that provides 
structured knowledge for words, e.g., synonyms of words, 
semantic and phonological relations between different words.
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WordNet: the de facto standard lexical database

a celestial 
body of hot 

gases...
star

someone who is 
dazzlingly skilled in 

any field

synset

word sense

The basic constituents in WordNet are 
synsets (sets of synonymous words that 
correspond to a unique concept)

23
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WordNet: semantic relations

24

a celestial 
body of hot gases 

that radiates 
energy...

star

natural 
objects visible 

in the sky
celestial 

body

a star that
explodes...
supernova

a collection
of star 

systems
galaxy
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WordNet as a hypernymy hierarchy

electric_car is a car, car 
is a motor vehicle, …

25
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WordNet as a sense inventory
Online browser

26
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WordNet: Limitations

● Difficult to update (needs expert curation)
○ Most recent major update (v3.0) was 10 years 

ago.

● Limited vocabulary
○ Misses many named entities and domain specific 

terms.

● Monolingual

27
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Solution: collaborative resources
Resource diaspora: Wikipedia
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Collaborative resources: Wikipedia

Massively multilingual

Diverse set of information

Constantly update:
Hundreds of new articles every 
day!

29
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Collaborative resources: Wikipedia
Each Wikipedia article is a concept
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Collaborative resources: Wikipedia

Structured knowledge

31
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Freebase

32

Was a large collaborative knowledge base

Shut down and move to Wikidata (from 2015)

Wikidata

48,323,790 data items 
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Collaborative resources: Wiktionary

Vocabulary Size (thousands) 
English Wiktionary is available in 172 

languages!
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BabelNet: Multilingual encyclopedic dictionary

WordNet

34
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BabelNet: Multilingual sense inventory
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BabelNet: Rich and diverse knowledge
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           ConceptNet
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A freely-available semantic 
network

Started as a crowdsourcing 
project, collecting facts from 
people.

But, now includes, among others: 

WordNet
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PPDB: The Paraphrase Database

An automatically extracted database containing millions of paraphrases in 
16 different languages.

Extracted from bilingual parallel corpora through bilingual pivoting 
(Bannard and Callison-Burch, 2005)

Illustration from Ganitkevitch et al (2013)

38
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PPDB: The Paraphrase Database
Three types of paraphrases:
• Lexical - single word to single word

• reinforced ||| strengthened
• bibliography ||| references

• Phrasal - multiword to single/multiword
• power plants ||| power stations
• free trade area ||| free trade zone

• Syntactic - paraphrase rules containing 
non-terminal symbols

• DT characteristic of NP ||| DT feature of NP

39
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PPDB: The Paraphrase Database
Time alterations
09:00 | 9 a.m. 

09:00 | 9 hours 

09:00 | nine hours 

09:00 | nine o 'clock

Verb particles
speed up | accelerate
blow up | explode 
throw up | puke 
set up | establish 
speed up | expedite give 
up | abandon

Examples from 
@ppdb

Abbreviations
sme | small and medium enterprises 

unicef | united nations children 's fund

roi | return on investment

Comparatives
safer | more secure 
denser | more dense 
wetter | more humid 
fairer | more just
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Multilingual PPDB

Extended to 23 different languages

Figure from Ganitkevitch and Chris 
Callison-Burch (2014)
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SNOMED:  clinical health terminology

Goal: the development of a global language for health

Includes 311,000 concepts
Clinical findings, Causes of disease, Procedures, Anatomy, Observations, 
Products
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SNOMED: concepts and descriptions
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NLP FOR LEXICAL 
RESOURCES
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NLP for Lexical Resources

1. Intro

2. Terminology Extraction

3. Definition Modeling

4. Dictionary Examples

5. Hypernymy and Taxonomies

6. Topical/Thematic Clustering
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In this segment we explore existing NLP systems which model specific 
linguistic/lexicographic phenomena from a resource prism.

However, in addition to the inherent difficulty of NLP, there is the MVP issue...

Introduction

47
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In this segment we explore existing NLP systems which model specific 
linguistic/lexicographic phenomena from a resource prism.

However, in addition to the inherent difficulty of NLP, there is the MVP issue...

● Are there robust enough NLP systems to reliably transform raw textual data 

into a suitable representation for a lexical resource?

● Lexical resources are about quality, can we come close with automatic 

systems?

● Aren’t we better off simply with corpus-derived statistical models?

Introduction

49
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Introduction

Keyword 
Extraction

+
Disambiguation

Encoding 
Semantic 
Relations

Clustering

Enrichment

...

Lexical 
and/or 

ontological 
arrangement

Raw Text Linguistic 
Phenomena
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Terminology Extraction

Automatic acquisition of domain terminologies from corpora emerges as a natural 
zero step in any attempt towards enrichment of lexical resources.

● Frequency and tf-idf

● Lexical specificity

● Termhood measures

52
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Frequency and tf*idf

● Give me the most frequent words in the whole corpus.

● Give me the most frequent words of each document, or per section, or per 

position, or per font formatting.

● Give me the most important words according to their relative weight in each 

document of the corpus.

53
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Terminology Extraction

● Factor both raw frequency and inverse document frequency

● tf may be logarithmically scaled: tf(t,d) = 1 + log f(t,d)
○ … or normalized to avoid rewarding long documents

● idf tells us how common is a term in a document collection

54
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Lexical Specificity (Lafon, 1980)

● Statistical measure based on the hypergeometric distribution, 
particularly suitable for term extraction tasks.

● Thanks to its statistical nature, it is less sensitive to corpus sizes than 
conventional tf-idf (Camacho-Collados et al., AIJ 2016)

● Given a corpus of size T and a subcorpus of size F, for each word w:

Terminology Extraction

55

- F frequency of w in corpus

- f frequency of w in subcorpus

- P follows the hypergeometric 
distribution
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Terminology Extraction

Termhood measures (Frantzi et al., 2000; Bonin et al., 2010)

● C-Value, given a multiword term, and given one or more nested terms, define 
termhood of each individual candidate.

○ soft contact lens > {contact lens, soft contact} (Frantzi et al., 2000)

● Increasingly sophisticated variants: NValue, NCValue, NTValue, etc.

56
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Terminology Extraction
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Definitions are important for seeking the meaning of a word (Navigli and Velardi, 
ACL 2010) - Also language learning, WSD and modeling OOV words.

● Definition Extraction

 

● Definition Generation

● Lexical Access

Definition Modeling

58
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● Navigli and Velardi (ACL 2010) - Word Class Lattices

Definition Extraction

59
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● Boella and DiCaro (ACL 2013)

○ Dependency relations and SVM classifier.

● Jin et al. (EMNLP 2013)

○ CRF system + lexical, terminological and structural features.

● Li et al. (CCL 2016)

○ Frequent words + POS of infrequent words into LSTMs.

● Espinosa-Anke and Schockaert (poster Sunday)

○ CNN + BLSTM + Syntactic dependencies

Definition Extraction

60
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○ Dependency relations and SVM classifier.

● Jin et al. (EMNLP 2013)

○ CRF system + lexical, terminological and structural features.

● Li et al. (CCL 2016)

○ Frequent words + POS of infrequent words into LSTMs.

● Espinosa-Anke and Schockaert (poster tomorrow)

○ CNN + BLSTM + Syntactic dependencies

Definition Extraction

61



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Definition Modeling

● Reverse Dictionary / Lexical Access (Hill et al., TACL 2016)

Concept lookup: given a definition, find the corresponding word

Tip-of-the-tongue problem (Zock and Bilac, 2004)

Useful for writers or translators, when they are are unsure how to express an idea 
they want to convey or cannot recall the word in time

Example: https://www.onelook.com

Takes WordNet as lexical resource; an LSTM network that encodes the definition 
to the corresponding word embedding

Multiple experiments: (1) recall seen definitions, (2) generalise 
to unseen definitions from the same resource,  and
(3) generalize to unseen out-of-domain definitions

62
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Definition Generation
● Definition Generation: Learning to Define Word Embeddings in Natural 

Language (Noraset et al., AAAI 2017)

● https://github.com/websail-nu/torch-defseq 

63
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Language (Noraset et al., 2017)
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Definition Modeling

65
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Dictionary Examples Acquisition

● GDEX: Automatically finding good dictionary examples in a corpus (Kilgariff 

et al., EURALEX 2008)

● A good dictionary example must be:

○ typical, exhibiting frequent and well-dispersed patterns of usage 

○ informative, helping to elucidate the definition

○ intelligible to learners, avoiding gratuitously difficult lexis and structures, puzzling or 

distracting names, anaphoric references or other deictics which cannot be understood without 

access to the wider context. We call this its “readability”. 

● How?

○ Sentences between 10 and 25 words, using frequent words, etc.

● Is it successful?

○ “In sum: yes it worked, but we have an agenda for making it work better.”

66
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Dictionary Examples Acquisition

67



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

(Knowledge-based) Information Extraction

Extract truth-bearers, beliefs, facts in the form of n-ary relations involving a 

relation and a set of arguments. < Dante, wrote, Divine Comedy > 

● Open IE solves the problem of missing target relations by identifying 

relation phrases, i.e., phrases that denote relations in English sentences 

(Banko et al., IJCAI 2007; Fader et al., EMNLP 2011).

● Typically address extraction at surface form level
○ Ambiguity, difficult to integrate in reference inventories, etc.

● Knowledge-based OIE reconciles data-driven OIE with high quality curated 

knowledge.
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● NELL (Carlson et al., 2010)

● PATTY (Nakashole et al., 2012)

● DefIE and KB-UNIFY (Delli Bovi et al., 2015a, 2015b)

69

(Knowledge-based) Information Extraction
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OIE with a semantic pivot: NELL (AAAI Carlson et al., 2010).

70

(Knowledge-based) Information Extraction
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Open Information Extraction using a semantic pivot (Carlson et al., 2010)

71

(Knowledge-based) Information Extraction
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● PATTY (Nakashole et al., EMNLP 2012) introduces relation synsets

72

(Knowledge-based) Information Extraction
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● DefIE (Delli Bovi et al., TACL 2015)
○ http://lcl.uniroma1.it/defie/ 

73

(Knowledge-based) Information Extraction

http://lcl.uniroma1.it/defie/
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● KB-UNIFY (Delli Bovi et al., EMNLP 2015)
○ http://lcl.uniroma1.it/kb-unify/ 

74

(Knowledge-based) Information Extraction

http://lcl.uniroma1.it/kb-unify/
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LR Extension via OIE

75
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Hypernymy

● Important phenomenon, backbone relation in taxonomies and ontologies.

● In NLP, different sub-tasks, e.g., hypernym detection, extraction, 

discovery, taxonomy learning, etc.

● Natural applications in semantic search, machine translation, semantic 

similarity, disambiguation, and even useful to explore bias in AI/ML.

76

Fruit

Apple

is    a
SemEval 2018 Shared 

Task on Hypernym 
Discovery
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Hypernymy

● Hypernym Detection
● Example from Shwartz et al. (ACL 2016)
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Hypernymy

● Hypernym Detection ~ 
● Example from Fu et al. (ACL 2014)
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Hypernymy

● Hypernym Discovery
● Example from Espinosa-Anke et al. (EMNLP 2016)

79

So Long and Thanks for All the Shoes

album_bn:00002488n

albums_bn:00002488n

music_album_bn:00002488n

music_albums_bn:00002488n

album_projects_bn:00002488n

music_genre_bn:00037743n

             bn:03702497n

...

· so_long_and_thanks_for_
all_the_shoes_bn:03702497n

· so_long_bn:03702497n

· and_thanks_for_all_the_
shoes_bn:03702497n

Music transformation matrix
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LR Extension via Hypernymy Modeling
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Topic/Domain Clustering

● Roget’s Thesaurus

● From Wikipedia: 
○ (...) tree containing over a thousand branches for individual "meaning clusters" or 

semantically linked words. Although these words are not strictly synonyms, they can be 
viewed as colours or connotations of a meaning or as a spectrum of a concept

● “Dr Roget's Thesaurus of English Words and Phrases: classified and arranged 
to facilitate the Expression of Ideas and assist in Literary Composition” (1852)

81
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Topic/Domain Clustering

● Roget’s Thesaurus
● “Dr Roget's Thesaurus of English Words and Phrases classified and arranged 

to facilitate the Expression of Ideas and assist in Literary Composition” (1852)
● From Wikipedia: 

○ (...) tree containing over a thousand branches for individual "meaning clusters" or semantically 
linked words. Although these words are not strictly synonyms, they can be viewed as colours or 
connotations of a meaning or as a spectrum of a concept
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Annotate each concept/entity with its corresponding 
domain of knowledge.

To this end, we use the Wikipedia featured articles 
page, which includes 34 domains and a number of 
Wikipedia pages associated with each domain 
(Biology, Geography, Mathematics, Music, etc. ).

Domain labeling
(Camacho-Collados and Navigli, EACL 2017)

https://en.wikipedia.org/wiki/Wikipedia:Featured_articles
https://en.wikipedia.org/wiki/Wikipedia:Featured_articles
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Wikipedia featured articles

Domain labeling
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How to associate a concept with a domain?

 
- A knowledge-based vector (to be explained in the second 

part of the tutorial) for the concatenation of all Wikipedia pages 
associated with a given domain.

- Exploit the semantic similarity between knowledge-based 
vectors and graph properties of the lexical resources.

Domain labeling: BabelDomains
http://lcl.uniroma1.it/babeldomains/ 

http://lcl.uniroma1.it/babeldomains/
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This results in over 2.5M concepts and entities 
associated with a domain of knowledge, including 
Wikipedia and WordNet.

This domain information has already been integrated 
into BabelNet.

Domain labeling: BabelDomains
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Domain labeling: BabelDomains

Physics and 
astronomy

Computing

Media



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Thematic / Topical Clustering

90
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QUESTION 5
PIN: 7024700
www.kahoot.it

91

http://www.kahoot.it
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LEXICAL RESOURCES 
FOR NLP

92
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Can lexical resources improve end-to-end models?

93
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YES! 

Useful background knowledge that can be leveraged in 
complex tasks.

Can lexical resources improve end-to-end models?

94
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End-to-end models easy to break. For example, lexical entailment models 
fail to capture sentence which require lexical and world knowledge 
(Glockner et al. ACL 2018).

- James lives in fifth avenue.

- James lives in 6th avenue.

Introduction

95

       ENTAILMENT 
 ->            OR   
      CONTRADICTION?
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(Glockner et al. ACL 2018).
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Introduction
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-> CONTRADICTION
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End-to-end models easy to break. For example, lexical entailment models 
fail to capture sentence which require lexical and world knowledge 
(Glockner et al. ACL 2018).

Introduction

97

-> CONTRADICTION

Knowledge from WordNet

End to end
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- Word Sense Disambiguation (Entity Linking)

- Knowledge-based Sense and Concept Embeddings

- Integration of lexical resources into NLP downstream applications

Lexical Resources for NLP

98
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Word Sense Disambiguation
(Entity Linking)

99



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Word Sense Disambiguation (WSD)

  Given the word in context, associate it with its most appropriate sense 
from a given sense inventory (e.g. WordNet)

-         The mouse ate the cheese.

-         A mouse consists of an object held in one's hand, with one or 
more buttons.

100
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Word Sense Disambiguation (WSD)

101



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

102

Kobe, which is one of Japan's largest cities, [...]

 
?

Named Entity Disambiguation 
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X

Named Entity Disambiguation 

Kobe, which is one of Japan's largest cities, [...]
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Named Entity Disambiguation 

Kobe, which is one of Japan's largest cities, [...]
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Word Sense Disambiguation

● Knowledge-based (no sense-annotated data required)

● Supervised (use sense-annotated training data)

105
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Word Sense Disambiguation

● Knowledge-based
○ Lesk-extended (Banerjee and Pedersen, 2003)
○ Lesk+emb (Basile et al., 2014)
○ UKB (Agirre et al., 2014)
○ Babelfy (Moro et al., 2014)

● Supervised

106
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Knowledge-based WSD systems

Lesk (Lesk, 1986)

● Based on the overlap between the definitions of a given sense and the 
context of the target word. Two configurations:

● Lesk_extended (Banerjee and Pedersen, 2003): it includes related senses 
and tf-idf for word weighting.

○
● Lesk+emb (Basile et al., 2014): enhanced version of Lesk in which similarity 

between definitions and the target context is computed via word embeddings.

107
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Knowledge-based WSD systems

UKB (Agirre et al., CL 2014)

Graph-based system which exploits random walks over a semantic 
network, using Personalized PageRank. 

It uses the standard WordNet graph plus disambiguated glosses as 
connections. 

108



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

vfry
2

nfood1

ncooking1

vcook3

nfat 1

nfrench_fries1

ndish2
nnutrimen

t

1

nfood2

nbeverage 1
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“Fry food”



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Knowledge-based WSD systems

Babelfy (Moro et al., TACL 2014)

Graph-based system that uses random walks with restart over a semantic 
network, creating high-coherence semantic interpretations of the input text. 

BabelNet as semantic network. BabelNet provides a large set of connections 
coming from Wikipedia and other resources.

110
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Babelfy (Moro et al. TACL 2014)

Disambiguation and Entity Linking
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Knowledge-based WSD systems

20 80

5048.7 63.7

Lesk
+emb

65.5

Babelfy

57.5

UKB

MFS baseline

65.2

F-Measure (%)
Lesk_extended

112

Evaluation dataset: SemEval
Unification of all datasets (Raganato et al. EACL 2017)
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Knowledge-based WSD systems

20 80

5048.7 63.7

Lesk
+emb

65.5

Babelfy

57.5

UKB

68.4

Worst 
supervised 

system

Supervised systems

MFS baseline

64.8

F-Measure (%)
Lesk_extended
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Evaluation dataset: SemEval
Unification of all datasets (Raganato et al. EACL 2017)



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Word Sense Disambiguation

● Knowledge-based

● Supervised
○ IMS (Zhong and Ng, 2010)
○ IMS+emb (Iacobacci et al. 2016)
○ Context2Vec (Melamud et al., 2016)

114
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OntoNotes
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Wikilinks

115



WORDNET
SemCor Princeton 

Gloss

SemEval

OMSTI

Wiki-hypers

SEW

SenseDefs

T-o-M

EuroSense

OntoNotes

Training data

Wikilinks

116



WORDNET
SemCor Princeton 

Gloss

SemEval

OMSTI

Wiki-hypers

SEW

SenseDefs

T-o-M

EuroSense

OntoNotes

Training data

Wikilinks
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Automatically-constructed

Manually-constructed
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Supervised WSD systems

IMS (Zhong and Ng, ACL 2010)

SVM classifier over a set of conventional features: surroundings 
words, PoS tags and local collocations.

Improvements integrating word embeddings as an additional feature 
(Taghipour and Ng, 2015; Rothe and  Schütze, 2015; Iacobacci et al. 2016) -> 
IMS+emb. 
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Supervised WSD systems

Context2Vec (Melamud et al., CoNLL 2016)

Three steps:

- First, a bidirectional LSTM is trained on an unlabeled corpus.

- Then, this model is used to learn an output (context) vector for each 
sense annotation in the sense-annotated training corpus. 

- Finally, the sense annotation whose context vector is closer to the 
target word’s context vector is selected as the intended sense.

119

(Picture taken from Colah’s blog)
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Supervised WSD systems

Neural sequence labeling (Raganato et al., EMNLP 2017)

120
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Supervised WSD systems

80

50

IMS

68.4

MFS baseline

64.8

F-Measure (%)

20

Context2Vec/LSTM

69.0

IMS+emb

69.6
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Supervised WSD systems

80

50

IMS

68.4

MFS baseline

F-Measure (%)

20

69.0

IMS+emb

69.6

+0.4 (OMSTI)
+0.4 (OMSTI)

+0.1 (OMSTI)
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Context2Vec/LSTM
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QUESTION 6
PIN: 7024700
www.kahoot.it

123

http://www.kahoot.it
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Knowledge-based Sense Vector Representations

124

Partially based on the slides of the ACL 2016 Tutorial on Semantic Representation of Word Senses and Concepts

http://josecamachocollados.com/Slides_ACL16Tutorial_SemanticRepresentation.pdf
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Semantic representations of lexical items (e.g. concepts, senses) which are 
linked to an external sense inventory or lexical resource. 

What are knowledge-based sense representations?

125

Why knowledge-based representations?

Word embeddings have shown powerful tools integrating useful semantic 
information, but they have some limitations
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Problem 1: 
word representations cannot capture 

polysemy
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Problem 1: 
word representations cannot capture 

polysemy
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Problem 1: 
word representations cannot capture 

polysemy



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

129

Word representations and the 
triangular inequality

Example from Neelakantan et al (2014)

plant

pollen refinery
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Example from Neelakantan et al (2014)

plant1

pollen refinery

plant2

Word representations and the 
triangular inequality
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Problem 2: word representations do not take 
advantage of existing lexical resources

131
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We want to create a separate representation 
for each senses of a given word

Key goal: obtain sense representations
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133

Key goal: obtain sense representations
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Motivation: Model senses instead 
of only words

He withdrew money from the bank.
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Motivation: Model senses instead 
of only words

bank#1

bank#2

...

...

He withdrew money from the bank.
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Motivation: Model senses instead 
of only words

...

...

He withdrew money from the bank.

bank#1

bank#2
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Sense representations: Two branches

● Unsupervised sense embeddings

● Knowledge-based sense embeddings
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Sense representations: Two branches
● Unsupervised sense embeddings

Learn sense embeddings exploiting text corpora only (Huang et al. 
ACL 2012; Neelakantan et al. EMNLP 2014; Tian et al. COLING 2014; Li 
and Jurafsky, EMNLP 2015...). Easily adaptable to new domains.

 Drawbacks:

● Senses not interpretable (+change from model to model)
● Knowledge from resources cannot be easily exploited
● Senses (esp. not frequent ones) not easy to discriminate 

Knowledge-based sense embeddings
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Sense representations: Two branches
Unsupervised sense embeddings

● Knowledge-based sense embeddings (in this tutorial)

Model senses as defined on a sense inventory or lexical resource.

Usually leveraging corpus-based cues as well.
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Knowledge-based Representations 
(WordNet)

X. Chen, Z. Liu, M. Sun: A Unified Model for Word Sense Representation and 
Disambiguation (EMNLP 2014)

      S. Rothe and H. Schutze: AutoExtend: Extending Word Embeddings to 
Embeddings for Synsets and Lexemes (ACL 2015)

      Faruqui, M., Dodge, J., Jauhar, S. K., Dyer, C., Hovy, E., & Smith, N. A. Retrofitting 
Word Vectors to Semantic Lexicons (NAACL 2015)*

S. K. Jauhar, C. Dyer, E. Hovy: Ontologically Grounded Multi-sense 
Representation Learning for Semantic Vector Space Models (NAACL 2015)

M. T. Pilehvar and N. Collier, De-Conflated Semantic Representations (EMNLP 
2016)

140
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Chen et al (EMNLP 2014)

A Unified Model for Word Sense 
Representation and Disambiguation

Basic idea: word sense representation and Word Sense 
Disambiguation can benefit from each other

      Joint word sense representation and 
disambiguation

141
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Chen et al (EMNLP 2014)

1- Use a sense definition to initialize its representation

plant, flora, plant life ((botany) a living organism lacking the power of locomotion)

            Sense representation word embeddings

142

............ + +
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Chen et al (EMNLP 2014)

1- Use a sense definition to initialize its representation
2- Automatically disambiguate large amounts of text

They proposed simple disambiguation 
techniques based on the obtained initial sense 
representations and used these disambiguation 
techniques to disambiguate large amounts of 
texts 

143
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Chen et al (EMNLP 2014)

Disambiguation Technique

To disambiguate a content word (plant):
water is absorbed by roots of a plant from the soil

- Obtain the sentence representation (by averaging word embeddings)
- Pick the sense of plant which has the highest cosine similarity to the sentence 
vector

144

...

...... plant1

plant2

...

Sentence representation

cosine 
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Chen et al (EMNLP 2014)
1- Use a sense definition to initialize its representation
2- Automatically disambiguate large amounts of text
3- Modify the objective of Skip-gram to learn sense 

representations

145
plant

roots of a from the soilroot1 soil2
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Chen et al (EMNLP 2014)

146

Results on the SCWS dataset:

Sense representations usually improve over word 
representations on word similarity benchmarks

word 
embeddings

sense 
embeddings
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Chen et al (EMNLP 2014)

147

Limitations:

- Content words in definitions are not always enough 
for accurately pinpointing the semantics of a word 
sense

- The disambiguation technique is far from optimal, 
which introduces noise to the representation 
procedure
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AutoExtend: Extending Word Embeddings to 
Embeddings for Synsets and Senses

Rothe and Schütze (ACL 2015)

148

the middle of the day
Noon, twelve noon, 
high noon, midday, 
noonday, noontide
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AutoExtend: Extending Word Embeddings to 
Embeddings for Synsets and Senses

Leverages WordNet properties (constraints) for 
learning sense representations

Rothe and Schütze (2015)

149



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

AutoExtend: Extending Word Embeddings to 
Embeddings for Synsets and Senses

Leverages WordNet properties (constraints) for 
learning sense representations

polysemy and synonymy

Rothe and Schütze (2015)
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Rothe and Schütze (2015)

Two basic premises for an autoencoder:

1- A word is the sum of its senses

e.g., embedding of plant is the sum of embeddings of 
plant(organism), plant(industry), etc.

2- A synset is the sum of its senses

e.g., embedding of this synset is: 
plant (organism) + flora (organism) + plant_life (organism)

a living organism 
lacking the power 
of locomotion

plant, flora, plant 
life

151
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Rothe and Schütze (2015)

152

An autoencoder framework

     Words         Senses      Synsets        Senses        Words

Illustration from Rothe 

and Schütze (2015)



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Johansson and Nieto Piña (2015)

Embedding a Semantic Network in a Word Space 
(NAACL 2015)

Learns sense embeddings in the same semantic space as 
(pre-trained) word embeddings

Applied to Swedish data:

SALDO semantic network

153
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The distances between neighbours to be minimized, while 
satisfying the mix constraint for each lemma

a word vector is a convex combination of its senses vectors

Johansson and Nieto Piña (2015)

154

word representation

target and neighbour sense representations
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Johansson and Nieto Piña (2015)

155

Evaluation on 

classifying frames in FrameNet
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Retrofitting (Faruqui et al., NAACL 2015)

156

Retrofitting Word Vectors to Semantic Lexicons. Manaal 
Faruqui, Jesse Dodge, Sujay K. Jauhar, Chris Dyer, Eduard Hovy, and Noah A. 
Smith (NAACL 2015)

Distributional approaches usually rely only on the statistics derived from text 
corpora They usually ignore all the valuable information encoded in 

knowledge resources

+
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Retrofitting (Faruqui et al., NAACL 2015)

157

The Paraphrase Database
WordNet

plant, flora, 
plant life

houseplant

originator
creator
draftsman
proposer
co-author
authorship

writer 

Benefit from 
synonymy and 
other semantic 
relationships in 

resources
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Retrofitting (Faruqui et al., NAACL 2015)

158

originator
creator
draftsman
proposer
co-author
authorship

writer 

...

plant, flora, 
plant life

houseplant

...

plant

plant

...flora
...plant life

...plant ...houseplant

Make these vectors 
more similar to each 

other ...

...

...

...

...

...

...



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

Jauhar et al. (NAACL 2015)

Ontologically Grounded Multi-sense 
Representation Learning for Semantic Vector 
Space Models (S. K. Jauhar, C. Dyer and E. Hovy)

Two techniques for learning sense-specific 
embeddings that are linked to WordNet: Retro 
and EM

159
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Jauhar et al. (NAACL 2015)

RETRO

160

Sense vectors

Initial word vectors
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Jauhar et al. (NAACL 2015)

161

EM: Extends the skip-gram model to learn 
ontologically-grounded sense vectors

Ontological 
prior
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De-Conflated Semantic 
Representations

162

M. T. Pilehvar and N. Collier 
(EMNLP 2016)

Approaches so far



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

De-Conflated Semantic 
Representations (EMNLP 2016)

Uses Personalized PageRank algorithm to exploit WordNet 
for sense specific information

163

Digit
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De-Conflated Semantic 
Representations

M. T. Pilehvar and N. Collier (EMNLP 2016)

164
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De-Conflated Semantic 
Representations

- Learns a representation        for a sense        that is:

165

- Close to its lemma 
embedding

- Close to a weighted 
average of embeddings 
of its sense biasing 
words
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De-Conflated Semantic 
Representations

166

finger

toe

thumb

nail

appendage
foot

limb

bone
wristlobe

ankle

hip
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Knowledge Representations
 using WordNet

Advantages and limitations

+ Manually curated

+ Rich and highly accurate representations: 
state-of-the-art performance on multiple NLP tasks and 
datasets

- Limited coverage (that of WordNet)
> Solution: use large-scale lexical resources

167
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Large knowledge resources
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Wikipedia

                                                                                                                                                            

         BabelNet               

FreeBase/Wikidata

Large knowledge resources 
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- NASARI (Camacho-Collados et al., AIJ 2016)

- SensEmbed (Iacobacci et al., ACL 2015)

- SW2V (Mancini et al., CoNLL 2017)

170

Knowledge-based sense representations 
exploiting Wikipedia and BabelNet
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NASARI: Integrating explicit knowledge and 
corpus statistics for a multilingual representation 

of concepts and entities  (Camacho-Collados et al., AIJ 2016)

Goal
Build vector representations for multilingual 
BabelNet synsets.

How? 
It exploits Wikipedia semantic network and the 
WordNet taxonomy to construct a subcorpus 
contextual information for any given BabelNet synset.

http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf
http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf
http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf


NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

172

Process of obtaining contextual information for a BabelNet synset 
exploiting BabelNet taxonomy and Wikipedia as a semantic network

NASARI (AIJ 2016)
http://lcl.uniroma1.it/nasari/ 

http://lcl.uniroma1.it/nasari/
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Three types of vector representations:

- Lexical    (dimensions are words) 
-

- Unified  (dimensions are multilingual BabelNet synsets)
-  

- Embedded (latent dimensions)

NASARI (AIJ 2016)
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Three types of vector representations:

- Lexical (dimensions are words): Dimensions are weighted via 
lexical specificity (statistical measure based on the hypergeometric 
distribution)

-
- Unified (dimensions are multilingual BabelNet synsets): This 

representation uses  a hypernym-based clustering technique 
and can be used in cross-lingual applications

-
- Embedded (latent dimensions)

NASARI (AIJ 2016)
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}
Three types of vector representations:

• Lexical (dimensions are words): Dimensions are 
weighted via lexical specificity (statistical measure 
based on the hypergeometric distribution)

• Unified (dimensions are multilingual BabelNet 
synsets): This representation uses  a 
hypernym-based clustering technique and can 
be used in cross-lingual applications

• Embedded (latent dimensions)

NASARI (AIJ 2016)
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NASARI (AIJ 2016)



177

Lexical vector= (automobile, car, engine, vehicle, motorcycle, …)

Unified vector= (motor_vehicle
n
, … )

From a lexical vector to a unified vector

motor_vehicle
n

1

1
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Three types of vector representations:

- Lexical (dimensions are words)
- Unified (dimensions are multilingual BabelNet synsets) 
-
- Embedded: Low-dimensional vectors (latent) exploiting 

word embeddings obtained from text corpora. This 
representation is obtained by plugging word embeddings on 
the lexical vector representations.

NASARI (AIJ 2016)
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Three types of vector representations:

- Lexical (dimensions are words)
- Unified (dimensions are multilingual BabelNet synsets) 
-
- Embedded: Low-dimensional vectors (latent) exploiting word 

embeddings obtained from text corpora. This representation is 
obtained by plugging word embeddings on the lexical vector 
representations.

Word and synset embeddings share the same vector space!

NASARI (AIJ 2016)
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High coverage of concepts and named 
entities in several languages (covers all 
Wikipedia pages).

Useful for multilingual applications.

NASARI (AIJ 2016)
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SensEmbed (Iacobacci et al., ACL 2015)

It leverages BabelNet and Word2Vec to build 
sense embeddings. Two steps:

• First, it uses Babelfy (Moro et al., TACL 2014), a 
multilingual joint disambiguation and entity linking 
system, to disambiguate a corpus.
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SensEmbed

It leverages BabelNet and Word2Vec to build 
sense embeddings. Two steps:

• First, it uses Babelfy (Moro et al., TACL 2014), a 
multilingual joint disambiguation and entity linking 
system, to disambiguate a corpus.

• Then, it uses Word2Vec to learn sense 
embeddings from the sense-annotated corpus.
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SensEmbed
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SensEmbed



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

185

SensEmbed
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SW2V (Mancini et al., CoNLL 2017)

Idea: A word is the surface form of a sense: we can 
exploit this intrinsic relationship for jointly training 
word and sense embeddings.
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SW2V (Mancini et al., CoNLL 2017)

A word is the surface form of a sense: we can exploit this 
intrinsic relationship for jointly training word and 
sense embeddings.

How?

Updating the representation of the word and its 
associated senses interchangeably.
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SW2V: Idea
Given as input a corpus and a semantic network:

1. Use a semantic network to shallowly link to each word its 
associated senses in context.

He withdrew money from the bank.
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Given as input a corpus and a semantic network:

1. Use a semantic network to shallowly link to each word its 
associated senses in context.

He withdrew money from the bank.

SW2V: Idea
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He    withdrew     money   from   the   bank

retire geographycash

financial
institution

building

take out

SW2V: Idea
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He    withdrew     money   from   the   bank

retire geographycash

financial
institution

building

take out

Graph-based representation of the 
sentence using semantic networks 
(e.g. WordNet, BabelNet)

SW2V: Idea
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He    withdrew     money   from   the   bank

retire geographycash

financial
institution

building

take out

Graph-based representation of the 
sentence using semantic networks 
(e.g. WordNet, BabelNet)

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

He bank

money

withdrew thefrom

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

He bank

money

withdrew thefrom

error

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

He bank

money

withdrew thefrom

error

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

He bank

money

withdrew thefrom

error

SW2V: Idea
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Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

He bank

money

withdrew thefrom

error

SW2V: Idea



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

199

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated 
senses in context.

2. Use a neural network where the update of word and sense 
embeddings is linked, exploiting virtual connections.

In this way it is possible to learn word and sense/synset 
embeddings jointly on a single training.

SW2V: Idea
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Full architecture of W2V (Mikolov et al., 2013)

Words and associated senses used both as input and output.

E=-log(p(wt|Wt)) 
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Words and associated senses used both as input and output.

Full architecture of SW2V (Mancini et al. 2017)

E=-log(p(wt|Wt,St))  - ∑s∈St log(p(s|Wt,St))
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Word and senses connectivity: example 1

Ten closest word and sense embeddings 
to the sense company (military unit)
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Word and senses connectivity: example 2

Ten closest word and sense embeddings 
to the sense school (group of fish)
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From Word to Sense Embeddings: A Survey on Vector 
Representations of Meaning (2018)

https://arxiv.org/abs/1805.04032

 

More information on 
knowledge-based embeddings

https://arxiv.org/abs/1805.04032
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QUESTION 7
PIN: 7024700
www.kahoot.it

205

http://www.kahoot.it
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- Taxonomy Learning (Espinosa-Anke et al. AAAI, 2016)

- Open Information Extraction (Delli Bovi et al. EMNLP 2015).

- Lexical entailment (Nickel & Kiela, NIPS 2017)

- Word/Entity Disambiguation (Rothe & Schütze, ACL 2015)

- Sentiment analysis (Flekova & Gurevych, ACL 2016)

- Lexical substitution (Cocos et al., SENSE 2017)

- Computer vision (Young et al. ICRA 2017)

 

Integration of knowledge-based sense 
representations into NLP tasks
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Text Classification (Pilehvar et al., ACL 
2017)

Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

207
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

208
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

209



210

High confidence graph-based 
disambiguation
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 

211
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 

-> Solution:  Supersenses

212
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 

-> Solution:  Supersenses
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 

-> Solution:  Supersenses

- WordNet lacks coverage 

214
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Text Classification
Question: What if we apply WSD and inject sense 
embeddings to a standard neural classifier?

Problems: 

- WSD is not perfect 

-> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 

-> Solution:  Supersenses

- WordNet lacks coverage 

-> Solution:  Use of Wikipedia

215
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Tasks: Topic categorization and 
sentiment analysis 

          

Topic categorization: Given a text, assign it a 
label (i.e. topic).

Sentiment analysis: Predict the sentiment of 
the sentence/review as either positive or 
negative (polarity detection).
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Word-based classification model

          

Standard CNN classifier

inspired by Kim (2014)

and Xiao and Cho (2016)
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Standard CNN classifier

inspired by Kim (2014)

and Xiao and Cho (2016)

Sense-based classification model
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Sense-based vs. word-based: 
Conclusions

- Coarse-grained senses (supersenses) better 
than fine-grained senses.
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Sense-based vs. word-based: 
Conclusions

- Coarse-grained senses (supersenses) better than 
fine-grained senses.

- Sense-based better than word-based... when 
the input text is large enough
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Sense-based vs. word-based: 

Sense-based better than word-based... when the 
input text is large enough:
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Why 
does the input text size matter?

- Graph-based WSD works better in larger 
texts 

- Disambiguation increases sparsity
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CONCLUSION

223



NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

224

Conclusion

- NLP for Lexical Resources

- Lexical Resources for NLP
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Challenge: Evaluation

– Comparison is difficult.
– Solving a problem from industrial and 

academic point of view is different.
• If automatic extension, ideally extremely high 

quality at the expense of recall.
• But high recall applications must also consider 

the posterior editing and validation.

225

NLP for Lexical Resources
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Lexical Resources for NLP

Encouraging results at the lexical level.

Challenge: Scaling it to sentences and documents:

– Sensitivity to word order
– Combine vectors into syntactic-semantic 

structures
– Requires disambiguation, semantic parsing, 

etc.
– Compositionality
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Challenge: Addressing multilinguality

– Most work/resources so far for English
– Potential in multilingual and cross-lingual 

applications (e.g. BabelNet, ConcepNet)

227

Challenges
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Google Group: goo.gl/JEazYH

http://goo.gl/JEazYH

