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Introduction

e “Alexical resource (LR) is a database consisting of one or several

dictionaries.” (en.wikipedia.org/wiki/Lexical resource)

e “What is lexical resource? In a word it is vocabulary and it matters for

IELTS writing because ...” (dcielts.com/ielts-writing/lexical-resource)

e “The term Language Resource refers to a set of speech or language data and
descriptions in machine readable form, used for ... ”

(elra.info/en/about/what-language-resource )


http://en.wikipedia.org/wiki/Lexical_resource
http://dcielts.com/ielts-writing/lexical-resource
http://elra.info/en/about/what-language-resource
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Introduction

Not straightforward definition of what a lexical resource actually is. Intuitively, a
resource holding meaning of words (and their relations).

In addition, several commonalities such as:

e Traditionally the result of manual efforts (e.g., professional lexicographers)

e Useful for linguistic and world knowledge dissemination (e.g., language
learners or text books)

e Regardless of the focus (linguistic vs encyclopedic/world knowledge),
valuable in NLP because they provide high quality data to be leveraged in
downstream tasks.

e We would like to have reliable means to create them anew, but more
importantly extend and enrich existing ones.
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Introduction

e “..renaissance of knowledge-rich approaches in AT and NLP -
namely, approaches that exploit large amounts of machine readable
knowledge to perform tasks requiring human intelligence” (Hovy et al., 2013
Al)
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Introduction

e “..renaissance of knowledge-rich approaches in AI and NLP -
namely, approaches that exploit large amounts of machine readable
knowledge to perform tasks requiring human intelligence” (Hovy et al., 2013
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Introduction

‘... renaissance of knowledge-rich approaches in AI and NLP -
namely, approaches that exploit large amounts of machine readable

knowledge to perform tasks requiring human intelligence” (Hovy et al., 2013
Al)
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Introduction
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namely, approaches that exploit large amounts of machine readable
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Introduction

This tutorial

e Overview of well known lexical resources (prevalence in NLP)
o Size, features, linguistic/knowledge complexity...
e NLP for lexical resources
o From raw corpora to the extension (or creation from scratch) of a LR
e Lexical resources for NLP
o WSD, knowledge-based embeddings and applications in actual NLP problems such
as text classification.
e Looking ahead.
o Future work, current and upcoming challenges (in both areas), new language
problems, need for encoding different types of knowledge?
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LEXICAL RESOURCES




Lexical Resources

A database (or a machine readable dictionary) that provides

structured knowledge for words, e.g., synonyms of words,
semantic and phonological relations between different words.

W (]| -
WIKIDATA
WordNet BabelNet D 3
SNOMED CT r~ Freebase The Parz;)phrase
fngie o O\ f Database
/o
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WordNet: the de facto standard lexical database

The basic constituents in WordNet are

synsets (sets of synonymous words that

correspond to a unique concept)

a celestial
body of hot

- gases...
star

synset

/

someone who is
dazzlingly skilled in
any field

aaaaaaaaa

star, champion,
genius,
superstar

i
E

g\

\"'4

word sense
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WordNet: semantic relations

natural
objects visible
in the sky

oo™
V celestial
body
a celestial

body of hot gases - R
9 that radiates
e<<\\*<°\ energy...

S
V\y ‘ star 1,
€
/I)G/'(Ol)k/h},
k_ g o
a star that

explodes... a collection
supernova of star
systems

| x 1 galaxy
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g
instrumentation
¥
conveyance
\}
vehicle

[

3

sledge

"
wheeled vehicle

motor vehicle
)

car
L

W

electric_car convertible limousine

WordNet as a hypernymy hierarchy

entity
v —
physical entity abstract entity
A\F !
object
|
artifact
I h 4
decoration
l
jewelry

¢ dimaond
military vehicle

thing

electric_car is a car, car

1S a motor vehicle, ...
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WordNet as a sense inventory

WordNet Search - 3.1

Online browser

Word to search for: star Search WordNet

Display Options: (Select option to change) Change
Key: "S:" = Show Synset (semantic) relations, "W:" = Show Word (lexical) relations
Display options for sense: (gloss) "an example sentence"

Noun

« S: (n) star ((astronomy) a celestial body of hot gases that radiates energy
derived from thermonuclear reactions in the interior)
* S: (n) ace, adept, champion, sensation, maven, mavin, virtuoso, genius,

dazzlingly skilled in any field)
e S (E) star (any celestial body visible (as a point of light) from the Earth at
night)
S: (n) star, principal, lead (an actor who plays a principal role)
S: (n) star (a plane figure with 5 or more points; often used as an emblem)
S: (n) headliner, star (a performer who receives prominent billing)
S: (n) asterisk, star (a star-shaped character * used in printing)
S: (n) star topology, star (the topology of a network whose components are
connected to a hub)

Verb

» S: (v) star (feature as the star) "The movie stars Dustin Hoffman as an
autistic man"

o S: (v) star (be the star in a performance)

« S: (v) star, asterisk (mark with an asterisk) “Linguists star unacceptable
sentences”

Adjective

« S: (adj) leading, prima, star, starring, stellar (indicating the most important
performer or role) “the leading man"; "prima ballerina"; "prima donna"; "a

", o ", o ",o"

star figure skater"; "the starring role"; "a stellar role"; "a stellar performance"
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http://wordnetweb.princeton.edu/perl/webwn

WordNet: Limitations

¢ Difficult to update (needs expert curation)
o Most recent major update (v3.0) was 10 years
ago.

¢ Limited vocabulary
o Misses many named entities and domain specific

terms.

e Monolingual
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Solution: collaborative resources

Resource diaspora: Wikipedia

Y oS R
T 9
I Q 5 F
T 7)) |
— st ond

WIKIPEDIA OMEGA‘NIKI

WIKIDATA
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Collaborative resources: Wikipedia

Logarithmic graph of the 20 largest language editions of Wikipedia
(as of 24 May 2018)!128]
(millions of articles)

0.1 | 0.3 | 1 | 3 | )

U
| | | | G
[ Q '\
English 5,654,993 %G i
SN )
Cebuano 5,382,870 S
Swedish 3,783,840 WIKIPEDIA
The Free Encyclopedia
German 2,183,993

French 1,985,961
Dutch 1,931,981
Russian 1,474,107
ltalian 1,438,981
Spanish 1,412,432 Massively multilingual
Polish 1,281,878
Waray 1,263,007
Vietnamese 1,173,608
Japanese 1,107,554

Chinese 1,007,407
Portuguese 997,728 ConStantly update:

Ukrainian 789,685 Hundreds of new articles every
Persian 623,027 day'
Serbian 607,079 ‘
Catalan 580,892
Arabic 576,094

Diverse set of information
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Collaborative resources: Wikipedia

WIKIPEDIA

The Free Encyclopedia

Main page
Contents

Featured content
Current events
Random article
Donate to Wikipedia
Wikipedia store

Interaction

Help

About Wikipedia
Community portal
Recent changes
Contact page

Tools

What links here
Related changes
Upload file
Special pages
Permanent link
Page information
Wikidata item
Cite this page

Print/export

Create a book
Nawnlnad ac DNE

Each Wikipedia article is a concept

& Notlogged in Talk Contributions Create account Log in

Star

From Wikipedia, the free encyclopedia

Article  Talk Read View source View history |Search Wikipedia Q

This article is about the astronomical object. For other uses, see Star (disambiguation).

A star is type of astronomical object consisting of a luminous
spheroid of plasma held together by its own gravity. The nearest
star to Earth is the Sun. Many other stars are visible to the
naked eye from Earth during the night, appearing as a multitude
of fixed luminous points in the sky due to their immense distance
from Earth. Historically, the most prominent stars were grouped
into constellations and asterisms, the brightest of which gained
proper names. Astronomers have assembled star catalogues
that identify the known stars and provide standardized stellar
designations. However, most of the stars in the Universe,
including all stars outside our galaxy, the Milky Way, are invisible
to the naked eye from Earth. Indeed, most are invisible from
Earth even through the most powerful telescopes.

For at least a portion of its life, a star shines due to
thermonuclear fusion of hydrogen into helium in its core,
releasing energy that traverses the star's interior and then
radiates into outer space. Almost all naturally occurring elements
heavier than helium are created by stellar nucleosynthesis
during the star's lifetime, and for some stars by supernova
nucleosynthesis when it explodes. Near the end of its life, a star
can also contain degenerate matter. Astronomers can determine
the mass, age, metallicity (chemical composition), and many

A star-forming region in the Large 7

Magellanic Cloud

=]

False-color imagery of the Sun, a
G-type main-sequence star, the closest
to Earth

WIKIPEDIA
The Free Encyclopedia

Main page
Contents

Featured content
Current events
Random article
Donate to Wikipedia
Wikipedia store

Interaction

Help

About Wikipedia
Community portal
Recent changes
Contact page

Tools

What links here
Related changes
Upload file
Special pages
Permanent link
Page information

& Notlogged in Talk Contributions Create account Login

Article  Talk Read Edit View history |Search Wikipedia

Celebrity

From Wikipedia, the free encyclopedia

"Celeb" and "Television personalities" redirect here. For the comic strip, see Private Eye § Cartoons. For the

English band, see Television Personalities. For other uses, see Celebrity (disambiguation).

Celebrity refers to the fame and public attention accorded by the mass media
to individuals or groups or, occasionally, animals, but is usually applied to the
persons or groups of people (celebrity couples, families, etc.) themselves who
receive such a status of fame and attention. Celebrity status is often
associated with wealth (commonly referred to as fame and fortune), while
fame often provides opportunities to earn revenue.

Successful careers in sports and entertainment are commonly associated
with celebrity status,[I[2] while political leaders often become celebrities.
People may also become celebrities due to media attention on their lifestyle,
wealth, or controversial actions, or for their connection to a famous person.

Contents [hide]
1 History
2 Regional and cultural implications
2.1 Fictional implications
3 Becoming a celebrity
3.1 Success

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

W
DN

Q

Leonardo DiCaprio is an American &7

actor and film producer.

30



Collaborative resources: Wikipedia

Structured knowledge

Alan Turing ® & |Bom

From Wikipedia, the free encyclopedia
(Redirected from Alan turing)

"Turing" redirects here. For other uses, see Turing (disambiguation). Died

Alan Mathison Turing OBE FRS (/tjuerin/; 23 June 1912 — 7 June 1954) was an English computer Alan Turin

scientist, mathematician, logician, cryptanalyst and theoretical biologist. He was highly influential in the OBE :;; 9

development of theoretical computer science, providing a formalisation of the concepts of algorithm and

computation with the Turing machine, which can be considered a model of a general purpose Residence

computer.!2I814] Turing is widely considered to be the father of theoretical computer science and artificial Citizenshi

intelligence. 5! P

During the Second World War, Turing worked for the Government Code and Cypher School (GC&CS) at Fields

Bletchley Park, Britain's codebreaking centre that produced Ultra intelligence. For a time he led Hut 8, the

section responsible for German naval cryptanalysis. He devised a number of techniques for speeding the

breaking of German ciphers, including improvements to the pre-war Polish bombe method, an Institutions

electromechanical machine that could find settings for the Enigma machine. Turing played a pivotal role in

cracking intercepted coded messages that enabled the Allies to defeat the Nazis in many crucial

engagements, including the Battle of the Atlantic, and in so doing helped win the war.[8Il7] Counterfactual

history is difficult with respect to the effect Ultra intelligence had on the length of the war,®l but at the

upper end it has been estimated that this work shortened the war in Europe by more than two years and Education

saved over fourteen million lives.[®! e

Turing in 1927 Alma mater

Thesis
Doctoral
advisor
Doctoral
students
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23 June 1912

Maida Vale, London, England,
United Kingdom

7 June 1954 (aged 41)
Wilmslow, Cheshire, England,
United Kingdom

Cyanide poisoning

Wilmslow, Cheshire, England
British

Mathematics, cryptanalysis, logic,
computer science, mathematical
and theoretical biology

Victoria University of Manchester
Government Code and Cypher
School

National Physical Laboratory
Sherborne School

King's College, Cambridge (BA)
Princeton University
(PhD)

Systems of Logic Based on
Ordinals | 3} (1938)

Alonzo Churchl1]

Robin Gandy!'!
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Freebase ~rrecbase

Was a large collaborative knowledge base

Shut down and move to Wikidata (from 2015)

Geolocation
Gavin Newsom (Q461391)
- P 27| Longitude: -122.4183
1KI ata R 7| Latitude: 37.775
b < {mayor} 5 4
WIKIDATA M

p ’{location}
7

Number e
oy . p——]E- - - - = - San Francisco(Q62)
48,323,790 data items 744,000 | {population} \
\{in}
\
N
California (Q99)
1
{in}
\
N

United States (Q30)
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Collaborative resources: Wiktionary

Vocabulary Size (thousands)

English
800
700
600
500
400
300
200
100

Wiktionary WordNet

Oxford Dic
(OED)

Wiktionary is available in 172

languages!
Language name ¢ Number of entries ~

Latin 628175
English 501171
ltalian 491347
French 279926
Spanish 252154
German 111264
Finnish 110834
Esperanto 104972
Portuguese 98816
Swedish 90480
Latvian 67924

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing

Camacho-Collados, Espinosa-Anke, Pilehvar

33



BabelNet: Multilingual encyclopedic dictionary

W

WordNet

=5 S

WIKIPEDIA

.

&

The Free Encyclopedia N IKI
BabelNet
2zt
LA
\%/_, WIKIDATA
Wiktionary
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BabelNet: Multilingual sense inventory

NAACL 2018
Camacho-Coll

airplane, plane, aeroplane
An aircraft that has a fixed wing and is powered by propellers or jets

00001697n

plane, sheet
(mathematics) an unbounded two-dimensional shape

00062766n

plane
A level of existence or development

00062767n

planer, plane, planing machine
A power tool for smoothing or shaping wood

00062768n

plane, woodworking plane, carpenter's plane

A carpenter's hand tool with an adjustable blade for smoothing or shaping
wood

00016196n

W ETEERME, RITH, i
{ B avion, aéroplane
MR Flugzeug

(D aereo, aeroplano, apparecchio

" |
€ ) plan
MR Ehene (Mathematik)

{ D piano, piano geometrico

mraneEx
f)plan
MR Fhene

{ D piano, Spostamento della realta,
livello

. ax
f ) raboteuse, rabot
MR Hobelmaschine

1 D piallatrice

- a
f B rabot, avion, appareil
MR Hobel

D pialla, piana, pialletto
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BabelNet: Rich and diverse knowledge

BabelNet

Q e bn:00001697n e NOUN e Concept e Q¢ e (Categories: Aircraft configurations, American inventions, Vehicles introduced in 1903

@ airplane < <) m - plane <) m - aeroplane - m - fixed-wing aircraft - -
Fixed-wing aeroplane <

An aircraft that has a fixed wing and is powered by propellers or jets ®) WordNet @

The flight was delayed due to trouble with the airplane ) WordNet
ISA heavier-than-air craft ® Powered aircraft e fixed-wing aircraft 9
HAS PART stick shaker e planform e @Tragwerk Q
HAS KIND hydroplane e Ader Avion Ill e Blcker Bu 134 9
HAS INSTANCE tail rotor e fighter aircraft » jet @9
DESCRIBED BY SOURCE Armenian Soviet Encyclopedia

EXPLORE NETWORK

Translations

e 06

06
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Vizsss, BIEE T, EEK EERKE

airplane, plane, aeroplane, fixed-wing aircraft, Fixed-wing aeroplane, powered fixed-wing aircraft, Aero-plane, Aero-planes, Aero planes,
Aeroplanes, Aerplane, Air-plane, Air-planes, Air plane, Air planes, Airoplane, Airplanes, /roplane, », 00 % ,0O

avion, aéroplane, Avions, Fonctionnement d'un avion

Flugzeug, Flieger, 3-Achs-gesteuert, 3-Achs-Steuerung, Aéroplan, Flight Control System, Flugsteuerung, Flugzeugsteuerung, Flugzeugzelle,

Fldchenflugzeug, Gemischtbauweise, Starrfligel, Starrfligelflugzeug, Steuerfldche, Verkehrflugzeug, #
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=L semantic network

' ConceptNet )l

\

/‘O N ConceptNet

knowledge graph

natural language

15 used for
understanding

O
A freely-available semantic
network

\

1 word embeddings

crowdsourced
knowledge

made of

Started as a crowdsourcing
project, collecting facts from
people.

\

lexicography

games with a
purpose

} partor
{

~ Web API

linked data

has a

But, now includes, among others:

has property

W

WordNet

3
DBpadia

Wiktionary

K

: open content
k multilingual

domain-general

motivated by goal
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has common sense
——
knowledge
lparr of
part of artificial
intelligence
similar to the Semantic
-—
0‘(. . Web
i,
e G RS N-
is used for JSON-LD
‘y multilingue
tsynanym
‘M
e EF 3

» let computers understand what people already know
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PPDB: The Paraphrase Database

An automatically extracted database containing millions of paraphrases in
16 different languages. /

thrown into jail ~ imprisoned

Extracted from bilingual parallel corpora through bilingual pivoting
(Bannard and Callison-Burch, 2005)

... 5 farmers were thrown into jail

in Ireland ...
\ N \ / e P et -
\ N i \\ / > - 354,
o T T \\ \ 1 ,/ //
2 \ ety -
1 AY \ \// /,
... funf Landwirte = festgenommen , well ...
... oder wurden festgenommen , gefoltert ...
,'/ /A\ l ) \
/ /’ \ : Il ‘l
/ . \ l ' '
... Or have been imprisoned , tortured...

Illustration from Ganitkevitch et al (2013)

38



PPDB: The Paraphrase Database

Three types of paraphrases:

e Lexical - single word to single word
e reinforced ||| strengthened
» bibliography ||| references

e Phrasal - multiword to single/multiword
« power plants ||| power stations
» free trade area ||| free trade zone

 Syntactic - paraphrase rules containing

non-terminal symbols
« DT characteristic of NP ||| DT feature of NP



PPDB: The Paraphrase Database

Time alterations Examples from
09:00 | 9 a.m. @ppdb

09:00 | 9 hours Abbreviations

09:00 | nine hours sme | small and medium enterprises

09:00 | nine o ‘clock unicef | united nations children 's fund

roi | return on investment

Verb particles
speed up | accelerate
blow up | explode

Comparatives

hr k
throw up | puke safer | more secure

setup | estabhsh. . denser | more dense
speed up | expedite give wetter | more humid

up | abandon fairer | more just



Muttilingual PPDB

Extended to 23 different languages

1000

[«D]

wn

<

S

=)

m : I‘ “‘

S

<

=¥

kS

: ) |I IIIII

[}

£ ““l |

= .E

= 8 1
BMrFa BMAa [ Eng M Esp M Rus M Zho
BFn B ita Por [ Deu [ Swe M Nid
BE M Ces Lit BN Pol M Est M Lav
B sk M swv Hun ™ Ron M Bul

Figure from Ganitkevitch and Chris
Callison-Burch (2014)
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SNOMED: clinical health terminology

Goal: the development of a global language for health

Includes 311,000 concepts

Clinical findings, Causes of disease, Procedures, Anatomy, Observations,
Products
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SNOMED: concepts and descriptions

Bird flu

Parents
¥ £ Influenza (disorder)
~ = |Influenza caused by Influenza A virus (disorder)

@ Avianinfluenza % 2
(disorder)

SCTID: 55604004

I55604004 | Avian influenza (disorder)

Avian influenza

Fowl plague

Avian influenza (disorder)
Avian flu

Bird flu

Causative agent — Influenzavirus,
type A, avian

Pathological process —
Infectious process
Causative agent — Virus

Pathological process —
Infectious process

Finding site — Structure of
respiratory system

Children (0)

No children
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NLP for Lexical Resources

Intro

=

Terminology Extraction
Definition Modeling
Dictionary Examples

Hypernymy and Taxonomies

AL o S

Topical/Thematic Clustering
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Introduction

In this segment we explore existing NLP systems which model specific
linguistic/lexicographic phenomena from a resource prism.

However, in addition to the inherent difficulty of NLP, there is the MVP issue...

47



Introduction

In this segment we explore existing NLP systems which model specific
linguistic/lexicographic phenomena from a resource prism.

However, in addition to the inherent difficulty of NLP, there is the MVP issue...

4 R

QO 0o oo G~_» Hen

&

- G0 oo Glin
1 y.ear 2 y’ear Minimum
Viable

Product

4




Introduction

In this segment we explore existing NLP systems which model specific
linguistic/lexicographic phenomena from a resource prism.

However, in addition to the inherent difficulty of NLP, there is the MVP issue...

e Are there robust enough NLP systems to reliably transform raw textual data
into a suitable representation for a lexical resource?
e Lexical resources are about quality, can we come close with automatic

systems?

e Aren’t we better off simply with corpus-derived statistical models?
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Introduction

Raw Text

4 )

Keyword
Extraction

+
Disambiguation

- /

4 )

Encoding
Semantic
Relations

N 9%
4 N

Clustering

N 9%
4 )

Enrichment

- /

)

4 N

Lexical
and/or
ontological
arrangement

- /

N
N
N

<
Linguistic
Phenomena
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Terminology Extraction

Automatic acquisition of domain terminologies from corpora emerges as a natural
zero step in any attempt towards enrichment of lexical resources.

e Frequency and tf-idf

e Lexical specificity

e Termhood measures

52



Frequency and tf*idf

e Give me the most frequent words in the whole corpus.

e Give me the most frequent words of each document, or per section, or per
position, or per font formatting.

e Give me the most important words according to their relative weight in each

document of the corpus.
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Terminology Extraction

e Factor both raw frequency and inverse document frequency

tfidf (¢, d, D) = tf(t,d) x idf(t, D)

e tf may be logarithmically scaled: tf(t,d) = 1 + log f(t,d)
o ...or normalized to avoid rewarding long documents
£(t, d)

max{f(w,d) : w € d}

t£(¢, d) =

e idf tells us how common is a term in a document collection

D)
{d € D:t e d}|

idf(¢, D) = log
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Terminology Extraction

Lexical Specificity (Lafon, 1980)

e Statistical measure based on the hypergeometric distribution,
particularly suitable for term extraction tasks.

e Thanks to its statistical nature, it is less sensitive to corpus sizes than
conventional tf-idf (Camacho-Collados et al., AIJ 2016)

e Given a corpus of size T and a subcorpus of size F, for each word w:

spec(T,t,F, f)=—10g1 g P(X=f) . Ffrequency of win corpus

- ffrequency of w in subcorpus

F
P(X=f)= Z P(X =1) - P follows the hypergeometric
i=f distribution
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Terminology Extraction

Termhood measures (Frantzi et al., 2000; Bonin et al., 2010)

e (-Value, given a multiword term, and given one or more nested terms, define

termhood of each individual candidate.
o soft contact lens > {contact lens, soft contact} (Frantzi et al., 2000)

(log, |al - f(a)
, a 1 not nested,
C—U(Llu(i(\(l.) = < logz ’a‘(f(a) = 7)(5_70) Zbe,l,a f(b)) (3)

otherwise

\

where a is the candidate string, f(.) is its frequency of
occurrence in the corpus, T, is the set of extracted candi-
date terms that contain a, P(T,) is the number of these
candidate terms.

e Increasingly sophisticated variants: NValue, NCValue, NTValue, etc.
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Terminology Extraction

international
relations

domestic
affairs

absolute

majority

amendment
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Definition Modeling

Definitions are important for seeking the meaning of a word (Navigli and Velardi,
ACL 2010) - Also language learning, WSD and modeling OOV words.

e Definition Extraction
e Definition Generation

e Lexical Access
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Definition Extraction

e Navigli and Velardi (ACL 2010) - Word Class Lattices

arts structure
science picture
mathematics dot
monochrome

pixel
graph NNs

computer chiaroscuro data
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Definition Extraction

Boella and DiCaro (ACL 2013)

(@)

Dependency relations and SVM classifier.

Jin et al. (EMNLP 2013)

(@)

CRF system + lexical, terminological and structural features.

Liet al. (CCL 2016)

(@)

Frequent words + POS of infrequent words into LSTMs.

Espinosa-Anke and Schockaert (poster Sunday)

@)

CNN + BLSTM + Syntactic dependencies
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Definition Extraction

e Boella and DiCaro (ACL 2013)
o Dependency relations and SVM classifier.
e Jinetal. (EMNLP 2013)

o CRF system + lexical, terminological and structural features.

e Lietal. (CCL2016)

o  Frequent v .. -~
word 1 oo o) e
o &
e Espinosa-An m]“ }
(EONEONNON) 150 L
o CNN+BL o
___v_mfi_. CD:D:CD] \CD:CED:]/V
nsubj 346 sigmoid
word 1 word | (SEE OO IE®) Tl .
(EONIONIONIONS ¥ 5
A A
ot dropout dropout
(EONNONIO OIS
]|
input embedding CNN Max Pooling blstm
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Definition Modeling

e Reverse Dictionary / Lexical Access (Hill et al., TACL 2016)
Concept lookup: given a definition, find the corresponding word
Tip-of-the-tongue problem (Zock and Bilac, 2004)

Useful for writers or translators, when they are are unsure how to express an idea
they want to convey or cannot recall the word in time

Example: https://www.onelook.com

Takes WordNet as lexical resource; an LSTM network that encodes the definition
to the corresponding word embedding

Multiple experiments: (1) recall seen definitions, (2) generalise
to unseen definitions from the same resource, and
(3) generalize to unseen out-of-domain definitions
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Definition Generation

e Definition Generation: Learning to Define Word Embeddings in Natural
Language (Noraset et al., AAAI 2017)

Model | creek | feminine | mathematical
Random Emb | to make a loud noise to make a mess of of or pertaining to the middle
NE any of numerous bright | a gender that refers chiefly but | of or pertaining to algebra
translucent organic pig- | notexclusively to males or to ob-
ments jects classified as male
Seed a small stream of water of or pertaining to the fox of or pertaining to the science of algebra
S+1 a small stream of water of or pertaining to the human | of or relating to or based in a system
body
S+H a stream of water of or relating to or characteristic | of or relating to or characteristic of the
of the nature of the body science
S+G a narrow stream of water | having the nature of a woman of or pertaining to the science
S+G+CH a narrow stream of water | having the qualities of a woman | of or relating to the science of mathemat-
ics
S+G+CH+HE | anarrow stream of water | having the character of a woman | of or pertaining to the science of mathe-

matics

e https://github.com/websail-nu/torch-defseq

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
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https://github.com/websail-nu/torch-defseq

Definition G

eneration

Word Definition

o Definit] () Redundancy and overusing common phrases: 4.28%
Langua propane a volatile flammable gas that is used to

burn gas

(2) Self-reference: 7.14%
precise  to make a precise effort

(3) Wrong part-of-speech: 4.29%
accused to make a false or unethical declaration of

(4) Under-specified: 30.00%
captain a person who is a member of a ship

(5) Opposite: 8.57%
inward not directed to the center

(6) Close semantics: 22.86%
adorable having the qualities of a child

(7) Incorrect: 32.14%
incase to make a sudden or imperfect sound

Table 9: Error types and examples.

ural

e https://githul

b.com/websail-nu/torch-defseq
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Definition Modeling

absolute
majority

A term used to compare the least votes a
winning candidate may need in a
preferential single member voting system

international
relations

IR is the study of interconnectedness of
politics, economics and law on a global
level

amendment

A formal or official change made to a law,
contract, constitution, or other legal document

domestic
affairs

An issue relating to a country’s internal
matters.

65



Dictionary Examples Acquisition

e GDEX: Automatically finding good dictionary examples in a corpus (Kilgariff
et al., EURALEX 2008)

e A good dictionary example must be:
o typical, exhibiting frequent and well-dispersed patterns of usage
o informative, helping to elucidate the definition
o intelligible to learners, avoiding gratuitously difficult lexis and structures, puzzling or
distracting names, anaphoric references or other deictics which cannot be understood without
access to the wider context. We call this its “readability”.
e How?
o Sentences between 10 and 25 words, using frequent words, etc.

e Isit successful?

o “In sum: yes it worked, but we have an agenda for making it work better.”
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Dictionary Examples Acquisition

absolute
majority

The Gambia's long-time opposition UDP
has won an absolute majority in
Thursday's parliamentary elections.

international
relations

Several issues were raised by
reconceptualizing the Arab uprisings in
terms of international relations.

domestic
affairs

Ao | P 4 oo ot

... also said that while he did “not want to
interfere” in Spain’s domestic affairs.

Hundreds of proposed amendments to
the United States Constitution are
introduced during each session of the
United States Congress.
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(Knowledge-based) Information Extraction |, Q,,‘tg\_a_.,

| —

Extract truth-bearers, beliefs, facts in the form of n-ary relations involving a

relation and a set of arguments. < Dante, wrote, Divine Comedy >

e Open IE solves the problem of missing target relations by identifying
relation phrases, i.e., phrases that denote relations in English sentences
(Banko et al., IJCAI 2007; Fader et al., EMNLP 2011).

e Typically address extraction at surface form level
o Ambiguity, difficult to integrate in reference inventories, etc.

e Knowledge-based OIE reconciles data-driven OIE with high quality curated
knowledge.
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(Knowledge-based) Information Extraction .4 .

- | —

e NELL (Carlson et al., 2010)

e PATTY (Nakashole et al., 2012)

e DeflE and KB-UNIFY (Delli Bovi et al., 2015a, 2015b)
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(Knowledge-based) Information Extraction ijl

OIE with a semantic pivot: NELL (AAAI Carlson et al., 2010).

/ Knowledge Base \

Knowledge

Integrator

Data
Resources q
(e.g., corpora) candidate

facts

k """"" i Coionaets. /
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(Knowledge-based) Information Extraction

Tweets Siguiendo Seguidores

35,1 mil 614 3.069

Tweets  Tweets y respuestas Multimedia

NELL

@cmunell NELL @cmunell - 1 h v
; 3 : True or False? "East Fourth Street Baptist Church"” is a #Religion

| am a machine reading research project (bitly/2]TPNEW)

at Carnegie Mellon, periodically tweeting

facts | read. Please follow me, and reply & Traducir Tweet

with corrections so | can improve! O 1 () ¥, 5
o) Pittsburgh PA

© Pitisburg NELL @cmunell - 3 h v
& rtw.ml.cmu.edu True or False? "Kista" is a #VisualizableScene (bit.ly/2wDmikR)
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(Knowledge-based) Information Extraction §. "

e PATTY (Nakashole et al., EMNLP 2012) introduces relation synsets

Relation Paraphrases Precision | Sample Paraphrases

DBPedia/artist 83 0.96+0.03 | [adj] studio album of, [det] song by ...
DBPedia/associatedBand 386 0.74+£0.11 | joined band along, plays in...
DBPedia/doctoral Advisor 36 | 0.55840.15 | [det] student of, under * supervision ...
DBPedia/recordLabel 113 0.8640.09 | [adj] artist signed to, [adj] record label ...
DBPedia/riverMouth 31 0.83+0.12 | drains into, [adj] tributary of ...
DBPedia/team 1,108 0.91£0.07 | be * traded to, [prp] debut for ...
YAGO/actedIn 330 0.88+0.08 | starred in * film, [adj] role for ...
YAGO/created 466 0.794+0.10 | founded, ’s book ...
YAGO/isLeaderOf 40 0.53+0.14 | elected by, governor of ...
YAGO/holdsPoliticalPosition 72 0.73£0.10 | [prp] tenure as, oath as ...

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
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(Knowledge-based) Information Extraction

e DefIE (Delli Bovi et al., TACL 2015)

o http://Icl.uniroma.it/defie/

/ (a)

‘ Dependency Parsing G d

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

Textual Definition d (b)
AtomHeart Mother},

Entity Linking/
Word Sense Disambiguation Sa lAtom Heart Mother]is the fifth

Ibumj by ﬂB“Sh,E{'_dIFi"k Flova Syntactic-Semantic

1 sem
k albumpn  gng1ish?  bandp,  PinkFloyd}, Graph Gy /
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(Knowledge-based) Information Extraction

e KB-UNIFY (Delli Bovi et al., EMNLP 2015)
o http://Icl.uniroma1.it/kb-unify/

/ ® THE IDEA , \

“ Washington, r, 5
{ W Washington , was presi- (EB washington president

~
IP»QBEE'&‘Y, dent of, W US.A. ) Busa.)

WisSENET [7] ' 3
p i

Open Information Linked R K
Extraction system e e .

>

Unlinked Resources Ky

PATTY [6]

Fpresidzent = { Was president
of , president of , ... }

¢

T~ - R -
D— -

{ washington , president of ,

NELL [4] Unified Resource KB’

REVERB [5]

united states )

24M Disambiguated triples
‘2K Cross-resource relation synsets
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LR Extension via OIE

requires_fluency_in (NELL)

approval

international
relations

is_required_for (ReVerb)

absolute

majority

domestic
affairs

Several issues were raised by

reconceptualizing the Arab uprisings in

terms of international relations.

The Gambia's long-time opposition UDP
has won an absolute majority in
Thursday's parliamentary elections.

mendment

| P + 4 1

... also said that while he did “not want to
interfere” in Spain’s domestic affairs.

Hundreds of proposed amendments to
the United States Constitution are
introduced during each session of the
United States Congress.
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Hypernymy

e Important phenomenon, backbone relation in taxonomies and ontologies.

e In NLP, different sub-tasks, e.g., hypernym detection, extraction,
discovery, taxonomy learning, etc.

e Natural applications in semantic search, machine translation, semantic

similarity, disambiguation, and even useful to explore bias in AI/ML.

Fruit

SemEval 2018 Shared
Task on Hypernym
Discovery

Apple
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Hypernymy

e Hypernym Detection
e Example from Shwartz et al. (ACL 2016)

Embeddings:
lemma AT !
® POS O\,
@ dependency label : O NG
@® direction . AVETHZE & O NN
\OL@ pooling \.r< SN (z,9)
== ; - classification
I 8 . - *'8‘ ~ - (softmax)
( 000) ( 000 ( 000) o ——
X/NOUN/nsubj/> be/VERB/ROOT/- Y/NOUN/attr/< O = 777))0 =
O
'U;ry lff-oﬁ-, e
[ [ I o/
¢ 000)( 000 ( 000)( X)) \O) v,
X/NOUN/dobj/> define/VERB/ROOT/- as/ADP/prep/< Y/NOUN/pobj/< e i
Path LSTM Term-pair Classifier

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
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Hypernymy

e Hypernym Detection ~

e Example from Fu et al. (ACL 2014)

/ WS dOBﬁ-g?et dog | =R ﬂﬂ Y- ﬁa'ﬁ salescFrk \
/ chicken - cock rabb? Eci%l%abbit sportsman - footEa ler : § m:gxi?%_ ;mrl:ne ﬁstess
7 7 staff - civil servan
donkey wild r?esgp sm;i%;%n it - ﬁ;:ﬁz%bra

sheep - ram

mbl seacrab  UF-AHAF dolphin#ﬁﬁ}a%?dolpmn

' shrimp - prawn

Y W

H-
fish - trop cal fish

Iaborer carpenter ‘:’[

Iaborer temporary worker

4%

actor - clown

A-ET

ardener

seaman - navigator

aﬁ"i“ﬁﬁ Y

actor - matador

+ -‘a &Iiﬁmmer
posmon consul general
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Hypernymy

e Hypernym Discovery
e Example from Espinosa-Anke et al. (EMNLP 2016)

ﬁ_ long_and_thanks_for_
all_the_shoes_bn:03702497n

ﬁ -so_long bn:03702497n

-and_thanks_for all_the_
shoes_bn:03702497n

[eXoXoXoXoXoXo)X0)
[eXoXoXoloXoXo)X0)

[eXeXeXeoloXoloXe)

\

"

a

i

bn:03702497n

So Long and Thanks for All the Shoes

-
- —
~ -
\ =
\ -

=

album _bn:00002488n
albums bn:00002488n

Music transformation matrix\

00000000

— music_album_bn:00002488n

music_albums bn:00002488n

album_projects_bn:00002488n /
music genre bn:00037743n
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LR Extension via Hypernymy Modeling

approval is_required_for (ReVerb)

absolute
majority

international

requires_fluency_in (NELL) cslaflons

[ Z :
Several issues were raised by

reconceptualizing the Arab uprisings in
terms of international relations.

domestic
affairs

... also said that while he did “not want to
interfere” in Spain’'s domestic affairs.

Hundreds of proposed amendments to
the United States Constitution are
introduced during each session of the
United States Congress.




Topic/Domain Clustering

e Roget’s Thesaurus

e From Wikipedia:
o (...) tree containing over a thousand branches for individual "meaning clusters" or
semantically linked words. Although these words are not strictly synonyms, they can be
viewed as colours or connotations of a meaning or as a spectrum of a concept

e “Dr Roget's Thesaurus of English Words and Phrases: classified and arranged
to facilitate the Expression of Ideas and assist in Literary Composition” (1852)
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Topic/Domain Clustering

Roget’s Thesaurus
“Dr Roget's Thesaurus of English Words and Phrases classified and arranged
to facilitate position” (1852)

sters" or semantically
viewed as colours or
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Topic/Domain Clustering

Roget’s Thesaurus
“Dr Roget's Thesaurus of English Words and Phrases classified and arranged

to facilitate omposition” (1852)

sters" or semantically
e viewed as colours or

connotatig

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar 83



Topic/Domain Clustering

Roget’s Thesaurus
“Dr Roget's Thesaurus of English Words and Phrases classified and arranged

to facilitate omposition” (1852)

sters" or semantically
e viewed as colours or

connotatig
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Domain labeling

(Camacho-Collados and Navigli, EACL 2017)

Annotate each concept/entity with its corresponding
domain of knowledge.

To this end, we use the Wikipedia featured articles

page, which includes 34 domains and a number of
Wikipedia pages associated with each domain
(Biology, Geography, Mathematics, Music, etc. ).
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Domain labeling

Wikipedia featured articles

Meteorology

1850 Atlantic hurricane season - 1896 Cedar
hurricane season - 1983 Atlantic hurricane se
hailstorm - 2000 Sri Lanka cyclone - 2001-02
Atlantic hurricane season - 2005 Azores subtr
Cirrus cloud - Climate of India - Climate of Mir
Effects of Hurricane Isabel in Delaware - Effet
- Global warming - Great Lakes Storm of 191
Hurricane Dean - Hurricane Debbie (1961) - F
Fabian - Hurricane Fay - Hurricane Fred (201!

Hurricane Irene was a hurricane
that produced somewhat heavy
damage across southemn Florida
during the 1999 Atlantic hurricane
season. The ninth tropical storm
and the sixth hurricane of the
season, Irene developed in the
western Caribbean Sea on
October 13 from a tropical w

1928 Okeechol
. %1991 Perfect S
Al “on - 2002 Paci
LR Xoson - 2006 We
2 _yclone Joy - C
icane Isabel in
Carmen - Hurri
ne Elena - Hur

zalo - Hurricane

Hazel - Hurricane Iniki - Hurricane loke - Hurricane Irene (1999) - Hurricane Irene (2005) - Hurricane Iris - Hurricane Isabel - Hurricane
Hurricane Kate (1985) - Hurricane Kenna - Hurricane Kiko (1989) - Hurricane Kyle (2002) - Hurricane Lane (2006) - Hurricane Linda (’
Hurricane Rick (2009) - Hurricane Vince - Meteorological history of Hurricane Dean - Meteorological history of Hurricane Gordon (199
Hurricane Katrina - Meteorological history of Hurricane Patricia - Meteorological history of Hurricane Wilma - Numerical weather predi
cyclone - Tropical Depression Ten (2005) - Tropical Depression Ten (2007) - Tropical Storm Alberto (2006) - Tropical Storm Allison - Ti
Tropical Storm Brenda (1960) - Tropical Storm Carrie (1972) - Tropical Storm Chantal (2001) - Tropical Storm Cindy (1993) - Tropical !
Tropical Storm Henri (2003) - Tropical Storm Hermine (1998) - Tropical Storm Keith (1988) - Tropical Storm Kiko (2007) - Tropical Stor
Typhoon Gay (1989) - Typhoon Gay (1992) - Typhoon Maemi - Typhoon Nabi - Typhoon Omar - Typhoon Paka - Typhoon Pongsona -
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Domain labeling: BabelDomains

http://Icl.uniroma.it/babeldomains/

How to associate a concept with a domain?

- A knowledge-based vector (to be explained in the second

part of the tutorial) for the concatenation of all Wikipedia pages
associated with a given domain.

- Exploit the semantic similarity between knowledge-based
vectors and graph properties of the lexical resources.


http://lcl.uniroma1.it/babeldomains/

Domain labeling: BabelDomains

This results in over 2.5M concepts and entities
associated with a domain of knowledge, including
Wikipedia and WordNet.

This domain information has already been integrated
into BabelNet.



Domain labeling: BabelDomains

) I0GIN REGISTER

2 J eclipse| ENGLISH - TRANSLATE INTO - SEARCH

BabelNet 3 PREFERENCES

All Concepts Named Entities [ C\ * (+ ] @ @ E @ @ B K }
[ ip! 8 ]4a.esuts

® Noun

Noun

eclipse, occultation

One celestial body obscures another

Q
Physics and ¢
astronomy
In computer programming, Eclipse is an integrated development

Computlng ' environment.

,
Media/@$
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Eclipse (software)

The Twilight Saga: Eclipse, Eclipse (2010 film)

The Twilight Saga: Eclipse, commonly referred to as Eclipse, is a 2010
American romantic fantasy film based on Stephenie Meyer's 2007 novel
Eclipse.
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Thematic / Topical Clustering

/

POLITICS

T

J
_—

/ équires_ﬂuency_in (NELL)

approval is_required_for (ReVerb)

absolute
majority

international
relations

Several issues were raised by
reconceptualizing the Arab uprisings in
terms of international relations.

domestic
affairs

mendment

... also said that while he did “not want to
interfere” in Spain’s domestic affairs.

\
\
/
<
Hundreds of proposed amendments to \
the United States Constitution are
introduced during each session of the \
United States Congress. |
/
-~ /
A — ———
/ s
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LEXICAL RESOURCES
FOR NLP




Can lexical resources improve end-to-end models?
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Can lexical resources improve end-to-end models?

YES!

Useful background knowledge that can be leveraged in
complex tasks.
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Introduction

End-to-end models easy to break. For example, lexical entailment models
fail to capture sentence which require lexical and world knowledge

(Glockner et al. ACL 2018).

- James lives in fifth avenue.
ENTAILMENT

-> OR
CONTRADICTION?

- James lives in 6th avenue.
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Introduction

End-to-end models easy to break. For example, lexical entailment models
fail to capture sentence which require lexical and world knowledge

(Glockner et al. ACL 2018).

- James lives in fifth avenue.
-> CONTRADICTION

- James lives in 6th avenue.
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Introduction

End-to-end models easy to break. For example, lexical entailment models
fail to capture sentence which require lexical and world knowledge

Dominant : Example Decomposable . Residual  WordNet i
Label - nstamers Words Attention ESM Encoders  Baseline KiM
‘ total 8,193 51.9% 65.6%  62.2% 85.8%  83.5%
End to end
NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing o7
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Lexical Resources for NLP

- Word Sense Disambiguation (Entity Linking)

- Knowledge-based Sense and Concept Embeddings

- Integration of lexical resources into NLP downstream applications
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Word Sense Disambiguation
(Entity Linking)
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Word Sense Disambiguation (WSD)

Given the word in context, associate it with its most appropriate sense
from a given sense inventory (e.g. WordNet)

- The mouse ate the cheese.

- A mouse consists of an object held in one's hand, with one or
more buttons.

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
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Word Sense Disambiguation (WSD)

console
pointer

mac:intoshb windows
wheel uttons
keyboard

chicken

application computer
worms
screen

robots . A
do - animal
duck mouse

mickey pet Tat
rabbit

cat

trap

COw
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Named Entity Disambiguation

Kobe, which 1s one of Japan's largest cities, [...]
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Named Entity Disambiguation

Kobe, which 1s one of Japan's largest cities, [...]
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Named Entity Disambiguation

Kobe, which 1s one of Japan's largest cities, [...]

T IR e T—

LU TR SRR - ——
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Word Sense Disambiguation

e Knowledge-based (no sense-annotated data required)

e Supervised (use sense-annotated training data)
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Word Sense Disambiguation

¢ Knowledge-based

o Lesk-extended (Banerjee and Pedersen, 2003)
o Lesk+emb (Basile et al., 2014)

o UKB (Agirre et al., 2014)

o Babelfy (Moro et al., 2014)

e Supervised
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Knowledge-based WSD systems

1Kc

tsp
gz ”v

LeSk (Lesk, 1986) »jb”: S Ts@
1 Vg

———

iQ
=

e Based on the overlap between the definitions of a given sense and the
context of the target word. Two configurations:

e Lesk extended (Banerjee and Pedersen, 2003): it includes related senses
and tf-idf for word weighting.

@)

e Lesk+emb (Basile et al., 2014): enhanced version of Lesk in which similarity
between definitions and the target context is computed via word embeddings.
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Knowledge-based WSD systems

KB o ‘
U (Agirre et al.,, CL2014) _ "% -
66y ©

Graph-based system which exploits random walks over a semantic
network, using Personalized PageRank.

It uses the standard WordNet graph plus disambiguated glosses as
connections.
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Knowledge-based WSD systems

Bﬂbﬁlfy (Moro et al., TACL 2014) B

Babelfy

Graph-based system that uses random walks with restart over a semantic
network, creating high-coherence semantic interpretations of the input text.

BabelNet as semantic network. BabelNet provides a large set of connections
coming from Wikipedia and other resources.
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Babelfy (Moro et al. TACL 2014

Disambiguation and Entity Linking

Napoléon Bonaparte was a

Napoléon
Bonaparte
French general who
became emperor of
the French (1769-
1821)

French

French
Of or pertaining to

France or the people
of France

fy

Babelfy

military

military

Of or relating to the
study of the principles
of warfare

and political leader

political leader

A person active in
party politics

politica

Involving or
characteristic of
politics or parties or
politicians- Daniel...

leader

A person who rules or
guides or inspires
others

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
Camacho-Collados, Espinosa-Anke, Pilehvar

during the French Revolution

French
Revolution
The revolution in

France against the
Bourbons; 1789-1799

Revolution

The overthrow of a
government by those
who are governed

French

Of or pertaining to
France or the people
of France

111



Knowledge-based WSD systems

65.2
48.7 50 57.5 63.7 65.
| | | | | |
20 80
Lesk_extended UKB Lesk Babelfy
F-Measure (%) +emb
MFS baseline

Evaluation dataset: SemEval
Unification of all datasets (Raganato et al. EACL 2017)
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Knowledge-based WSD systems

64.8 Supervised systems

| | | |
Lesk_extended UKB Lesk |Babelfy
F-Measure (%) +emb
MFS baseline
Worst
Evaluation dataset: SemEval supervised

Unification of all datasets (Raganato et al. EACL 2017) system
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Word Sense Disambiguation

e Knowledge-based

e Supervised

o IMS (Zhong and Ng, 2010)
o IMS+emb (Iacobacci et al. 2016)
o Context2Vec (Melamud et al., 2016)
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Training data

Wikilinks

OMSTI

WORDNET SR
SemCor Princeton Wiki-hypers  WiIKIPEDIA
GlOSS The Free Encyclopedia

OntoNotes

SEW

SemEval

SenseDefs r EuroSense

BabelNet
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Training data

Wikilinks

OMSTI

WORDNET Sey
SemCor Princeton Wiki-hypers  WiIKIPEDIA
GlO SS The Free Encyclopedia

OntoNotes

SEW

SemEval

SenseDefs r EuroSense

BabelNet
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Training data

Automatically-constructed

- Wikilinks
OMSTI
WORDNE g
Princeton Wiki-hypers  WikIPEDIA
Gloss The Free Encyclopedia
OntoNotes

SemEval SEW

Manually-constructed

SenseDefs r EuroSense

BabelNet
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Supervised WSD systems

o ©)

IMS (Zhong and Ng, ACL 2010)

Maximum.
S\ margin
N N

X4

SVM classifier over a set of conventional features: surroundings
words, PoS tags and local collocations.

Improvements integrating word embeddings as an additional feature
(Taghipour and Ng, 2015; Rothe and Schiitze, 2015; Iacobacci et al. 2016) ->
IMS+emb.

pet cranc

horse dog » pigeon pelican goberd
mouse rabbit : {alcon rapt(l))r_ dbird finch
monkey squirrel 1 in 0056
gorilla cheetah  jaguar wolf  deer wildlifi
orangutan  thino  tiger  panther hunting
panda elephant leopard urtle wild
crocodile fish lake
bacteria moon
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®

A

® ® ®
Supervised WSD systems 0 ,[ ,[ : I\
5 o 6 ¢

COnteXt2VeC (Melamud et al., CoNLL 2016) (Picture taken from Colah’s blog)

g—»:p—»e

Three steps:
- First, a bidirectional LSTM is trained on an unlabeled corpus.

- Then, this model is used to learn an output (context) vector for each
sense annotation in the sense-annotated training corpus.

- Finally, the sense annotation whose context vector is closer to the
target word’s context vector is selected as the intended sense.
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Supervised WSD systems

Neural sequence labeling (Raganato et al., EMNLP 2017)

!_Z:f:.':Z:f:.':Z:.':Z:f:.':Z:f:.':Z:f:::f:f:::f:f:::f:::f:f:::f:f:::f: :f:.':Z:f:f:::f:::f:f:::f:f:::.':Z:f:.'il MultitaSk learning
' LSTM ; .
! Layers T\ G P G § ( a + (PoS+supersense tagging)
=>_< =>_< =>_< " using attention
? U S L A
o S i i s i
he later checked the report
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Supervised WSD systems

64.8
69.0
50 68.4169.6
[ | [ | | [ | [ |
20 8o

IMS
F-Measure (%) IMS-+emb
Context2Vec/LSTM

MFS baseline
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Supervised WSD systems

50

20

F-Measure (%)

69.0 +0.4 (OMSTI)

+0.4 (OMEIiTI)

68.4 169.6 +0.1 (OMSTI)

IMS [IMS+emb

Context2Vec/LSTM

MFS baseline
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QUESTION 6
PIN: 7024700
www.kahoot.it


http://www.kahoot.it

Knowledge-based Sense Vector Representations

Partially based on the slides of the ACL. 2016 Tutorial on Semantic Representation of Word Senses and Concepts

124


http://josecamachocollados.com/Slides_ACL16Tutorial_SemanticRepresentation.pdf

What are knowledge-based sense representations?

Semantic representations of lexical items (e.g. concepts, senses) which are
linked to an external sense inventory or lexical resource.

Why knowledge-based representations?

Word embeddings have shown powerful tools integrating useful semantic
information, but they have some limitations
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Problem 1:
word representations cannot capture
polysemy
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Problem 1:
word representations cannot capture
polysemy
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Problem 1:

word representations cannot capture

polysemy

entexprise futures = 0
s : e vendox ey
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Word representations and the
triangular inequality

Example from Neelakantan et al (2014)

For distance d, d(a,c) < d(a,b) + d(b, ¢).

pollen = » refinery
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Word representations and the
triangular inequality

Example from Neelakantan et al (2014)

For distance d, d(a, c) < d(a,b) + d(b, c).

pollen <= » refinery

"%

» plant®
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Problem 2: word representations do not take
advantage of existing lexical resources

WIKIDATA

o " s*';::

of *‘ « 3 | J

c O A8

B

N "o o

\%b

BabelNet WIKfPEDIA
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Key goal: obtain sense representations

® Nome Nome

st

on
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Key goal: obtain sense representations
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Motivation: Model senses instead
of only words

He withdrew money from the bank.

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing
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Motivation: Model senses instead
of only words

He withdrew money from the bank.

bank#2
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Motivation: Model senses instead
of only words

He withdrew money from the bank.

bank#2
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Sense representations: Two branches

e Unsupervised sense embeddings

¢ Knowledge-based sense embeddings



Sense representations: Two branches

e Unsupervised sense embeddings

Learn sense embeddings exploiting text corpora only (Huang et al.
ACL 2012; Neelakantan et al. EMNLP 2014; Tian et al. COLING 2014; Li

and Jurafsky, EMNLP 2015...). Easily adaptable to new domains.
Drawbacks:

e Senses not interpretable (+change from model to model)
e Knowledge from resources cannot be easily exploited
e Senses (esp. not frequent ones) not easy to discriminate

Knowledge-based sense embeddings



Sense representations: Two branches

Unsupervised sense embeddings

¢ Knowledge-based sense embeddings (in this tutorial)

Model senses as defined on a sense inventory or lexical resource.

Usually leveraging corpus-based cues as well.



Knowledge-based Representations
(WordNet)

X. Chen, Z. Liu, M. Sun: A Unified Model for Word Sense Representation and
Disambiguation (EMNLP 2014)

Y S. Rothe and H. Schutze: AutoExtend: Extending Word Embeddings to
Embeddings for Synsets and Lexemes (ACL 2015)

w Faruqui, M., Dodge, J., Jauhar, S. K., Dyer, C., Hovy, E., & Smith, N. A. Retrofitting
Word Vectors to Semantic Lexicons (NAACL 2015)*

S. K. Jauhar, C. Dyer, E. Hovy: Ontologically Grounded Multi-sense
Representation Learning for Semantic Vector Space Models (NAACL 2015)

M. T. Pilehvar and N. Collier, De-Conflated Semantic Representations (EMNLP
2016)



Chen et al (EMNLP 2014)

A Unified Model for Word Sense
Representation and Disambiguation

Basic idea: word sense representation and Word Sense
Disambiguation can benefit from each other

—> Joint word sense representation and
disambiguation



Chen et al (EMNLP 2014)

1- Use a sense definition to initialize its representation

plant, flora, plant life ((botany) a living organism lacking the power of locomotion)

44— + +

\ R

Sense representation word embeddings
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Chen et al (EMNLP 2014)

1- Use a sense definition to initialize its representation
2- Automatically disambiguate large amounts of text

They proposed simple disambiguation
techniques based on the obtained initial sense
representations and used these disambiguation
techniques to disambiguate large amounts of
texts



Chen et al (EMNLP 2014)

Disambiguation Technique

To disambiguate a content word (plant):
water is absorbed by roots of a plant from the soil

\ J
Y

: lant
cosine b,
Sentence representation plant 5

- Obtain the sentence representation (by averaging word embeddings)

- Pick the sense of plant which has the highest cosine similarity to the sentence
vector



Chen et al (EMNLP 2014)

1- Use a sense definition to initialize its representation

2- Automatically disambiguate large amounts of text

3- Modify the objective of Skip-gram to learn sense

representations

roots root of a from the soil soil

output

projection

input

'\\T

plant

> -
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Chen et al (EMNLP 2014)

Results on the SCWS dataset:

word Model p x 100
embeddings —— | Our Model-S 64.2
Our Model-M 68.9
sense —
embeddings

Sense representations usually improve over word
representations on word similarity benchmarks

146



Chen et al (EMNLP 2014)

[L.imitations:

- Content words in definitions are not always enough
for accurately pinpointing the semantics of a word
sense

- The disambiguation technique is far from optimal,
which introduces noise to the representation
procedure



Rothe and Schiitze (ACL 2015)

AutoExtend: Extending Word Embeddings to
Embeddings for Synsets and Senses
!

v

the middle of the/day
Noon, twelve ngon,
high noon, midday,

noonday, noontide /w
/



Rothe and Schiitze (2015)

AutoExtend: Extending Word Embeddings to
Embeddings for Synsets and Senses

Leverages WordNet properties (constraints) for
learning sense representations



Rothe and Schiitze (2015)

AutoExtend: Extending Word Embeddings to
Embeddings for Synsets and Senses

Leverages WordNet properties (constraints) for
learning sense representatioifs

polysemy and synonymy



Rothe and Schiitze (2015)

Two basic premises for an autoencoder:
1- A word is the sum of its senses

e.g., embedding of plant is the sum of embeddings of
plant(organism), plant(industry), etc.

a living organism
lacking the power
of locomotion

2- A synset is the sum of its senses plant, flora, plant/
life "

e.g., embedding of this synset is:
plant (organism) + flora (organism) + plant_life (organism)



Rothe and Schiitze (2015)

W/suit

An autoencoder framework

W/case

<

L/suit (textil)

Illustration from Rothe
and Schitze (2015)

L/suit (textil) S/suit-of-clothes
QOO0 000
L/suit (law)

0 Q0

W/lawsuit

Y

0000

W/suit

L/suit (law)

3 00

>

L/case

W/case

Words

L/case \ S/lawsuit
afSA@HD ) QL0
L/lawsuit /
0 B0
Senses  Synsets

MO0 QO

L/lawsuit

W/lawsuit

0000

Senses

Words
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Johansson and Nieto Pina (2015)

Embedding a Semantic Network in a Word Space
(NAACL 2015)

Learns sense embeddings in the same semantic space as
(pre-trained) word embeddings

Applied to Swedish data:
SALDO semantic network



Johansson and Nieto Pina (2015)

target and neighbour sense representations

i y
minEi,rZr)lize Z Wik A(E(835), E(nijr))
4,J,k
subject to ZpijE(Sz’j) =F(l;)) Vi
J T word representation

The distances between neighbours to be minimized, while
satisfying the mix constraint for each lemma

a word vector is a convex combination of its senses vectors
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Johansson and Nieto Pina (2015)

classifying frames in FrameNet

Evaluation on

Frame P R F

ANIMALS 0.741 0.643 0.689
FooD 0.684 0.679 0.682
PEOPLE_BY_VOCATION 0.595 0.651 0.622
ORIGIN 0.789 0.691 0.737
PEOPLE_BY_ORIGIN 0.693 0.481 0.568
Overall 0.569 0.292 0.386

(a) Using lemma embeddings.

Frame ¥ R F

ANIMALS 0.826 0.663 0.736
FoobD 0.726 0.743 0.735
PEOPLE_BY_VOCATION 0.605 0.637 0.621
ORIGIN 0.813 0.684 0.742
PEOPLE_BY_ORIGIN 0.756 0.508 0.608
Overall 0.667 0.332 0.443

(b) Using sense embeddings.
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Retrofitting (Faruqui et al, NAACL 2015)

Retrofitting Word Vectors to Semantic Lexicons. Manaal

Faruqui, Jesse Dodge, Sujay K. Jauhar, Chris Dyer, Eduard Hovy, and Noah A.
Smith (NAACL 2015)

Distributional approaches usually rely only on the statistics derived from text
corpora They usually ignore all the valuable information encoded in

knowledge resources
156



Retrofitting (Faruqui et al, NAACL 2015)

)

)

W

B

The Paraphrase Database

WordNet
Benefit from
synonymy and
other semantic
plant, flora, relationships in
plant life ) resources
. \ writer =
houseplant
//)
N -

originator
creator
draftsman
proposer
co-author
authorship



Retrofitting (Faruqui et al, NAACL 2015)

plant > ﬂOI‘a
plant <«——p houseplant

Make these vectors
more similar to each

other originator
plant, flora, creator

plant lify i IR~
- tllalwliiitai_

R— \ writer /2 proposer
houseplant co-author

/ authorship
>
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Jauhar et al. (NAACL 2015)

Ontologically Grounded Multi-sense
Representation Learning for Semantic Vector
Space Models (S. K. Jauhar, C. Dyer and E. Hovy)

Two techniques for learning sense-specific
embeddings that are linked to WordNet: Retro
and EM



Jauhar et al. (NAACL 2015)

RETRO (),

e

Initial word vectors

\ Sense vectors
ri(\;t-)zr

= arg m‘;n Z Oz”ﬂz = ’U?;j||2

mmmmm
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Jauhar et al. (NAACL 2015)

EM: Extends the skip-gram model to learn
ontologically-grounded sense vectors

money

> log (Zp(cz‘ | 8355 6) %

Context word Chase
(observed)

p(c| s)
Sense ban k2
(latent)

p(s | w) f
Word bank
(observed)

C(0) = argm
(wi yCi ) €D

p(sij | ’wi;e)) =7 2 Brllvis - vi,j’||20ntological

S@'j

ij—i'j!

prior
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De-Conflated Semantic
Representations

M. T. Pilehvar and N. Collier
(EMNLP 2016)

Approaches so far
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De-Conflated Semantic
Representations (EMNLP 2016)

Uses Personalized PageRank algorithm to exploit WordNet

for sense specific information 70 = (1-a) MF¢ D 4 ag©
e o j ..,'..' ." ‘._".."_ : . -
Digit o
e '.2.;.,‘:"'-"..',' 7
# Sense biasing words ek
\ “ ’ 1 dactyl, finger, toe, thumb, pollex, body_part, nail, minimus,
2y r'4 tarsier, webbed, extremity, appendage
2 figure, cardinal_number, cardinal, integer, whole_number, l ' ’ : ) D 4
numeration_system, number_system, system_of_numeration, . ) ¢ p
large_integer, constituent, element, digital - )! U’ S ' ,
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De-Conflated Semantic
Representations

M. T. Pilehvar and N. Collier (EMNLP 2016)

arrolpouse

totem ael i
appendage PAW eyebrow toe .
noggieak g, .o gneck shimnkle
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tibia
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- . ouch
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; math il
nerigecimal
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puzzle 15 i
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De-Conflated Semantic
Representations

o f * ' °
- Learns a representation Ys; for a sense Si that is:

- Close to a weighted
- Close to its lemma average of embeddings
embedding of its sense biasing

words \

arg min a d(vj,, vs;) + E (5sz i

v* 1.7



De-Conflated Semantic

Representations
foot
appendage
toe
ankle
thumb hip
lobe wrist
bon
finger limb

nail



Knowledge Representations
using WordNet

Advantages and limitations

+ Manually curated

+ Rich and highly accurate representations:

state-of-the-art performance on multiple NLP tasks and
datasets

- Limited coverage (that of WordNet)
> Solution: use large-scale lexical resources



Large knowledge resources



Large knowledge resources

Wikipedia
WIKIPEDIA

The Free Encyclopedia

BabelNet N

BabelNet

FreeBase/Wikidata 7~ Freebase ‘II |"

WIKIDATA
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Knowledge-based sense representations
exploiting Wikipedia and BabelNet

- NASARI (Camacho-Collados et al., AIJ 2016)

- SensEmbed (Iacobacci et al., ACL 2015)

- SW2V (Mancini et al., CONLL 2017)



NASARI: Integrating explicit knowledge and
corpus statistics for a multilingual representation
of concepts and entities (camacho-Collados et al, Al 2016)

Goal

Build vector representations for multilingual
BabelNet synsets.

How?

It exploits Wikipedia semantic network and the
WordNet taxonomy to construct a subcorpus
contextual information for any given BabelNet synset.


http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf
http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf
http://lcl.uniroma1.it/nasari/papers/NASARI_AIJ.pdf

NASARI (Al) 2016)

http://Icl.uniroma/.it/nasari/

Wikipedia inter-article link (weighted)

. :."?

BabelNet taxonomic relation

—_———
R _
Reptile centre >
K i'\i\ 7 @ Input BabelNet synset

Pamizinsaurus

<

v
L

bn:00059150n : bn:00051655n
BabelNet synset

Associated Wikipedia page of a
BabelNet synset

A Wikipedia page

Vertebrate

Process of obtaining contextual information for a BabelNet synset
exploiting BabelNet taxonomy and Wikipedia as a semantic network
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http://lcl.uniroma1.it/nasari/

NASARI (Al) 2016)

Three types of vector representations:

- Lexical (dimensions are words)

- Unified (dimensions are multilingual BabelNet synsets)

- Embedded (latent dimensions)



NASARI (Al) 2016)
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NASARI (Al) 2016)

Three types of vector representations:

Lexical (dimensions are words): Dimensions are
weighted via lexical specificity (statistical measure
based on the hypergeometric distribution) ¢

interpretable

Unified (dimensions are multilingual BabelNet
synsets): This representation uses a
hypernym-based clustering technique and can
be used in cross-lingual applications

Embedded (latent dimensions)



NASARI (Al) 2016)

[ 4

interpretable
dimenS‘Of\S

\ Word-based representation Synset-based representation
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From a lexical vector to a unified vector

Lexical vector= (automobile, car, engine, vehicle, motorcycle, ...)

motor_vehicle’

1
Unified vector= (motor_vehicle , ...)
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/ Unified (dimensions are multilingual BabelNet synsets)

- Embedded: Low-dimensional vectors (latent) exploiting
word embeddings obtained from text corpora. This
representation is obtained by plugging word embeddings on
the lexical vector representations.



NASARI (Al) 2016)

Three types of vector representations:

- Lexical (dimensions are words)
- Unified (dimensions are multilingual BabelNet synsets)

Embedded: Low-dimensional vectors (latent) exploiting word
embeddings obtained from text corpora. This representation is
obtained by plugging word embeddings on the lexical vector
representations.

Word and synset embeddings share the same vector space!



NASARI (Al) 2016)

High coverage of concepts and named
entities in several languages (covers all
Wikipedia pages).

Useful for multilingual applications.



SensEmbed (lacobacci et al., ACL 2015)

It leverages BabelNet and Word2Veec to build
sense embeddings. Two steps:

 First, it uses Babelfy (Moro et al., TACL 2014), a
multilingual joint disambiguation and entity linking
system, to disambiguate a corpus.



SensEmbed

It leverages BabelNet and Word2Veec to build
sense embeddings. Two steps:

First, it uses Babelfy (Moro et al., TACL 2014), a
multilingual joint disambiguation and entity linking
system, to disambiguate a corpus.

« Then, it uses Word2Vec to learn sense
embeddings from the sense-annotated corpus.



SensEmbed

SENSEMBED construction

WIKIPEDIA

The Free Encyclopedia

...survey on the relationship between the
...and it stands on the right

... If you have dividend or receive
...workplaces and unions. Corporations,
...The critical decision for the
countryside of high hedges and tall earth

banks
bank
bank
banks
banks
banks

o R st 1 /

and our industry , in preparation for a forthcoming forum.

of the Drava River , bounded by the river to the north...

or building society interest on which tax has been paid ,

and trusts controlled a great deal and , although machines...
will come if their own adviser sticks to his view of the costs.
with trees on top. The heavily wooded area was criss-crossed...
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SensEmbed

SENSEMBED construction

fy

&

o

WIKIPEDIA
The Free Encyrlopedia

T pe

B st 1)

Babelfy

Ne
N/

. ..survey on the relationship between the banks and our industry , in preparation for a forthcoming forum.
...and it stands on the right bank of the Drava River , bounded by the river to the north...
... If you have dividend or receive bank or building society interest on which tax has been paid ,
...workplaces and unions. Corporations, banks and trusts controlled a great deal and , although machines...
...The critical decision for the banks will come if their own adviser sticks to his view of the costs.
countryside of high hedges and tall earth banks with trees on top. The heavily wooded area was criss-crossed...

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing 184
Camacho-Collados, Espinosa-Anke, Pilehvar



SensEmbed

SENSEMBED construction

sit 1

Babelfy

T

WIKIPEDIA
The Free Encyelopedia

.survey on the relationship between the banks and our industry , in preparation for a forthcoming forum.
...and it stands on the right bank of the Drava River , bounded by the river to the north...
If you have dividend or receive bank or building society interest on which tax has been paid ,

.. .workplaces and unions. Corporations, banks and trusts controlled a great deal and , although machines...

..The critical decision for the banks will come if their own adviser sticks to his wview of the costs.
countryside of high hedges and tall earth banks with trees on top. The heavily wooded area was criss-crossed...
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SW?2V (Mancini et al., CoNLL 2017)

Idea: A word is the surface form of a sense: we can
exploit this intrinsic relationship for jointly training
word and sense embeddings.



SW?2V (Mancini et al., CoNLL 2017)

A word is the surface form of a sense: we can exploit this

intrinsic relationship for jointly training word and
sense embeddings.

How?

Updating the representation of the word and its
associated senses interchangeably.
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1. Use a semantic network to shallowly link to each word its
associated senses in context.

He withdrew money from the bank.



SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to shallowly link to each word its
associated senses in context.

He withdrew money from the bank.
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SW2V: Idea

He withdrew money from the bank

retire

take out

cash

geography

Jinancial
institution

building

NAACL 2018 Tutorial: The Interplay between Lexical Resources and Natural Language Processing

Camacho-Collados, Espinosa-Anke, Pilehvar

190



SW2V: Idea

He withdrew money from the bank

retire / cash geography
take out Jinancial
institution

building
Graph-based representation of the
sentence using semantic networks
(e.g. WordNet, BabelNet)
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SW2V: Idea

He withdrew money from the bank

r&e / cash g%)hy
take out Jinancial

institution
building

Graph-based representation of the

sentence using semantic networks

(e.g. WordNet, BabelNet)
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.



SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

money

“ae ) [ | o] ()
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

“ae ) [ | o] ()
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

money

“ae ) [ | o] ()
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

money
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

money
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SW2V: Idea

Given as input a corpus and a semantic network:

1. Use a semantic network to link to each word its associated
senses in context.

2. Use a neural network where the update of word and sense
embeddings is linked, exploiting virtual connections.

In this way it is possible to learn word and sense/synset
embeddings jointly on a single training.



Full architecture of W2V (Mikolov et al., 2013)

E=-log(p(w,|W"))

Output Layer OO0 --0..@® .. O

Hidden Layer

Input Layer B XX BN B e

Wi Wi 1 Wi | [Wii2

Words and associated senses used both as input and output.
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Full architecture of SW2V (Mancini et al. 2017)

E=-log(p(wW5,SY) - 3, log(p(s|W*,SY)

SESt

Hidden Layer

Output Layer 0O-0 --0..@® .. O O -0 ®..®..0
0@ O

[
Input Layer B XoX B oy e leY I

.........................................................................................

Words and associated senses used both as input and output.
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Word and senses connectivity: example 1

companyi (military unit)

AutoExtend SW2V
company? battalion’,
company battalion
company> | regiment!
company® | detachment?
company’ platoon)
company,. brigade’,
firm regiment
business} corps.:
firm?2 brigade
company platoon

Ten closest word and sense embeddings
to the sense company (military unit)
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Word and senses connectivity: example 2

e
{

school,, (group of fish)

AutoExtend SW2v
Pl school schools?
?:7": f‘}‘,‘;“\ school? sharks!
&Wé\\\\ﬁ school® sharks
"o 2 ’\'\‘\\ﬂ school! shoals;
y , A‘\ﬁ school? fish:
’ \3 elementary | dolphins}
) schools pods?
f‘ elementary’ eels
i school?, dolphins
elementary. | whales?

Ten closest word and sense embeddings
to the sense school (group of fish)
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More information on
knowledge-based embeddings

From Word to Sense Embeddings: A Survey on Vector
Representations of Meaning (2018)

https://arxiv.org/abs/1805.04032
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https://arxiv.org/abs/1805.04032

QUESTION 7
PIN: 7024700
www.kahoot.it
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Integration of knowledge-based sense
representations into NLP tasks

Taxonomy Learning (Espinosa-Anke et al. AAAI, 2016)

Open Information Extraction (Delli Bovi et al. EMNLP 2015).
Lexical entailment (Nickel & Kiela, NIPS 2017)

Word/Entity Disambiguation (Rothe & Schiitze, ACL 2015)
Sentiment analysis (Flekova & Gurevych, ACL 2016)

Lexical substitution (Cocos et al., SENSE 2017)

Computer vision (Young et al. ICRA 2017)



Text Classification (Pilehvar et al., ACL
2017)

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?
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Text Classification

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?

Problems:

- WSD is not perfect

-> Solution: High-confidence disambiguation
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High confidence graph-based
disambiguation

Oasis was a rock band formed in Manchester.

Manchester
D

Oasis

Desert
area
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Text Classification

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?

Problems:

- WSD is not perfect
-> Solution: High-confidence disambiguation

- Senses in WordNet are too fine-grained
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Text Classification

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?

Problems:
- WSD is not perfect
-> Solution: High-confidence disambiguation
- Senses in WordNet are too fine-grained

-> Solution: Supersenses
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-l 11 noun.event nouns denoting natural events
12 noun.feeling nouns denoting feelings and emotions
( 13 noun.food nouns denoting foods and drinks
€ 14 noun.group nouns denoting groupings of people or objects
15 noun.location nouns denoting spatial position
16 noun.motive nouns denoting goals
17 noun.object nouns denoting natural objects (not man-made)
-118 noun.person nouns denoting people
19 noun.phenomenon nouns denoting natural phenomena
R A s iasaaaaa it

-> Solution: Supersenses
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Text Classification

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?

Problems:

- WSD is not perfect

-> Solution: High-confidence disambiguation
- Senses in WordNet are too fine-grained

-> Solution: Supersenses

- WordNet lacks coverage

214



Text Classification

Question: What if we apply WSD and inject sense
embeddings to a standard neural classifier?

Problems:

- WSD is not perfect

-> Solution: High-confidence disambiguation
- Senses in WordNet are too fine-grained

-> Solution: Supersenses
- WordNet lacks coverage

-> Solution: Use of Wikipedia “)

WIKIPEDIA
The Free Encyclopedia
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Tasks: Topic categorization and
sentiment analysis

Topic categorization: Given a text, assign it a
label (i.e. topic).

Sentiment analysis: Predict the sentiment of
the sentence/review as either positive or
negative (polarity detection).



Word-based classification model

Standard CNN classifier
inspired by Kim (2014)
and Xiao and Cho (2016)

Ebola
infects
liver
and
immune
cells

Input text

Embedding
layer

Dropout

JJ [ Convolution

Max pooling

2
[4\\_5__7“" ﬁ Recurrent layer

Fully connected layer
and softmax output

Conventional
word-based system
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Sense-based classification model

Standard CNN classifier
inspired by Kim (2014)
and Xiao and Cho (2016)

Ebola#virus
Infects#disease
liver#organ
and
cells#biology

immune

Sense-integrated
system

Input text

Embedding
layer

Dropout

and
Convolution

Max pooling
Recurrent layer

Fully connected layer
and softmax output

218



Sense-based vs. word-based:
Conclusions

- Coarse-grained senses (supersenses) better
than fine-grained senses.
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Sense-based vs. word-based:

Sense-based better than word-based... when the
input text is large enough:
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Why
does the input text size matter?

- Graph-based WSD works better in larger
texts

- Disambiguation increases sparsity



CONCLUSION




Conclusion

- NLP for Lexical Resources

- Lexical Resources for NLP



NLP for Lexical Resources

Challenge: Evaluation

— Comparison is difficult.
— Solving a problem from industrial and

academic point of view is different.
 If automatic extension, ideally extremely high
quality at the expense of recall.
« But high recall applications must also consider
the posterior editing and validation.



Lexical Resources for NLP

Encouraging results at the lexical level.
Challenge: Scaling it to sentences and documents:

— Sensitivity to word order

— Combine vectors into syntactic-semantic
structures

— Requires disambiguation, semantic parsing,
etc.

— Compositionality



Challenges

Challenge: Addressing multilinguality

— Most work/resources so far for English
— Potential in multilingual and cross-lingual
applications (e.g. BabelNet, ConcepNet)



Google Group: goo.gl/JEazYH
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